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Many algorithms for analyzing parallel programs, for example to detect deadlocks or data races or to calculate the execution cost, are based on a model variously known as a cost graph, computation graph or dependency graph, which captures the parallel structure of threads in a program. In modern parallel programs, computation graphs are highly dynamic and depend greatly on the program inputs and execution details. As such, most analyses that use these graphs are either dynamic analyses or are specialized static analyses that gather a subset of dependency information for a specific purpose.

This paper introduces graph types, which compactly represent all of the graphs that could arise from program execution. Graph types are inferred from a parallel program using a graph type system and inference algorithm, which we present drawing on ideas from Hindley-Milner type inference, affine logic and region type systems. We have implemented the inference algorithm over a subset of OCaml, extended with parallelism primitives, and we demonstrate how graph types can be used to accelerate the development of new graph-based static analyses by presenting proof-of-concept analyses for deadlock detection and cost analysis.
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1 INTRODUCTION

Recent trends in hardware have led to increased interest in reasoning about and developing parallel software. On the reasoning side, many techniques for studying parallel programs center around an idea variously called a dependency graph, computation graph or cost graph, which abstracts away details of program semantics to show the parallel structure of the program at a high level: in the model we consider in this paper, vertices in a graph represent threads in a program and edges between vertices signify control dependencies between threads. In work spanning several decades, these graphs have been used as a basis for studies of, to name a few examples, deadlock [Cogumbreiro et al. 2018], data races [Banerjee et al. 2006], priority inversions [Babaoglu et al. 1993] and runtime cost [Blelloch and Greiner 1995, 1996]. In many cases, these properties can be easily "read off" of a suitable representation the graph (for example, a deadlock corresponds to a cycle in the graph). On the development side, most newer languages and systems for developing parallel programs have built on the paradigm of implicit parallelism, in which a programmer specifies opportunities for parallelism using high-level abstractions and the language runtime does the work of scheduling. Implicit parallelism is hardly a new idea—it dates back to systems like Id [Arvind and Gostelow 1978] and Multilisp [Halstead 1985]—but is now present in some form in many mainstream languages.
In implicitly parallel programs, parallelism is *dynamic*: new threads are created and synchronized at runtime based on the execution of the program. As a result, the number and structure of threads are not fixed ahead of time but can and generally do change in response to program inputs. Because computation graphs for implicit parallel programs are inherently dynamic, many graph-based analyses for properties like the ones mentioned above are also dynamic. These analyses track information about dependencies between threads as a program executes. To keep overhead manageable, they will generally track only a subset of the available dependency information, sometimes sacrificing precision for speed. Of course, these dynamic analyses also suffer from the same theoretical issues as dynamic analyses in general: for example, a dynamic deadlock detector will generally only be able to determine if a deadlock can or will occur for a particular execution and can say little or nothing about the behavior of the program in general, on any set of inputs.

Graph-based static analyses for the same properties, which can be sound and do not suffer from runtime overhead, exist as well, but are tricky to implement because of the dynamic nature of computation graphs. The designer of a dynamic analysis can take the simple, idealized graph-based algorithm (e.g., look for a cycle in the graph to detect a deadlock), track enough dependency information to be able to detect the required property and check the graph dynamically as it’s built. Static analyses, on the other hand, traverse a program and construct approximations of the relevant dependency information; the algorithm designer must decide what information to track, and adapt the simple graph-based algorithm to operate over this information.

In this paper, we take a step toward combining the best of both approaches by constructing compact, static representations of the set of computation graphs that may arise from a program at runtime. We call these representations *graph types* by analogy to static types, which may be thought of as compact static approximations of the set of values a program might produce at runtime. Graph types capture the dependency information required for a wide range of graph-based parallel program analyses, and so one can design a new static analysis by taking the simple graph-based formulation of the desired algorithm (e.g., look for a cycle in the graph to detect a deadlock) and adapt it to “read off” the property from the graph type rather than an actual graph. The analysis designer no longer needs to build a static analysis to traverse the program and collect dependency information, as long as the graph type of the program is available.

In order to produce graph types from parallel programs, this paper presents a *graph type system* for a simple parallel calculus, as well as an implementation of an inference algorithm for graph types that operates over a sizable subset of OCaml. Inferring graph types is made difficult by more general forms of implicit parallelism, notably *futures*, which allow asynchronous computations to be treated as first-class values in a program. As an example, Figure 1a shows a graph for a program that applies an expensive function \( f \) to every element in a list in a parallel pipelined fashion. In the graph, \( v_1 \) through \( v_4 \) represent futures created at runtime; these vertices must be given unique names when the future is created and these names must be available later when the futures are used, possibly far away in the program. To track vertex names, we adapt notions from region type systems [Tofte and Talpin 1997]. Graph types face an additional problem not handled by region type systems: well-formed graphs cannot reuse vertex names. We ensure unicity of names by placing an affine restriction on vertex names. All of this is done with no additional burden on the programmer: all required annotations are automatically inferred by our implementation.

In addition to accelerating the development of new static analyses, the graph types inferred by our implementation can provide the programmer with insight into a program. Figure 1b shows an almost imperceptibly different implementation of the pipeline program which results in substantially less parallelism. Noticing this implementation error in the code would require a great deal of experience and domain knowledge. However, the difference is quite striking in the visualizations of the two
let rec pipe (fut, l) = pipe (future (f h + (touch fut)), t) ...pipe (future ((touch fut) + f h), t)

Fig. 1. Partial code and graph visualization for a pipelined program (left) and an incorrect implementation of it (right). The visualizations are produced automatically by our implementation.

graph types, which can be produced automatically by our implementation: the graph on the right shows all three invocations of \( f \) occurring sequentially.

This work subsumes and concretizes techniques already used in the parallelism theory community, where it is common to see dynamic semantics that build a graph as they evaluate a program. These are particularly common in the cost models community, where they are known as cost semantics. It is common to use these models to do a sort of static meta-reasoning over the set of graphs that can be produced by any execution of the program. For example, to assure ourselves that a program cannot have a deadlock, we can use meta-level techniques to prove that all possible evaluations of a cost semantic-like model result in acyclic graphs. These reasoning techniques are formalized anew for every property of interest (deadlock, cost, etc.). We note that this is exactly the sort of reasoning that is reified, once and for all, by graph types: if, under the kind of cost semantics described above, program \( e \) could execute to produce a graph \( g \), then \( g \) is described by the graph type of \( e \). The formal version of this statement is, in fact, the soundness theorem of our graph type system, and we state and prove it using a traditional cost semantics of the form described above.

In summary, the contributions of this paper include

- **Graph types**, a compact representation for sets of possible computation graphs.
- A graph type system for a simple parallel calculus \( \lambda^G \), which computes graph types from annotated parallel programs.
- A proof, using a more traditional cost semantics, that any graph arising from execution of a \( \lambda^G \) program is described by its graph type.
- An algorithm for inferring the annotations required for the graph type system of \( \lambda^G \) from unannotated input programs.
- An implementation of the inference algorithm in a compiler front-end that accepts unannotated OCaml-like parallel programs and infers, and optionally visualizes, graph types.
- Proof-of-concept implementations of several applications of graph types, including deadlock detection, cost analysis and program optimization.

The remainder of the paper is organized as follows. In Section 2, we introduce the notations used throughout the paper. Section 3 overviews our methodology on a restricted set of parallelism constructs, to introduce the techniques without their full complexity. In Sections 4 and Section 5, we introduce the full syntax and semantics for graph types, the \( \lambda^G \) calculus and the graph type system. Section 6 presents the graph type inference algorithm, which we implement and evaluate, including by developing new graph-based static analyses over graph types, in Section 7. Finally, Sections 8–10 discuss related and future work, and conclude. An appendix available as supplementary material on the ACM Digital Library contains proofs and additional details.
We first review the notations and parallelism mechanisms used in the remainder of the paper.

2.1 Graph Notation

A computation graph or simply graph is used to represent the parallel structure of a program. Vertices of a graph (for which we will use metavariables \(u\) and \(v\)) represent sequential computations, and (directed) edges between vertices represent dependences. If there is a path from a vertex \(u_1\) to a vertex \(u_2\), then \(u_1\) must complete before \(u_2\) begins. If there is no path between two vertices, then the computations represented by those two vertices may be executed in parallel.

We represent a graph as a quadruple \((V, E, s, t)\) containing the sets of vertices \(V\) and edges \(E\). We will represent a directed edge from \(u_1\) to \(u_2\) as the pair \((u_1, u_2)\). The graph quadruple also contains a designated “source” vertex \(s\) which has no ancestors in the graph, and a designated “sink” vertex \(t\) which has no descendants in the graph. The vertices \(s\) and \(t\) represent the start and end of the “main” thread of the graph. Note that a graph may have sink vertices other than \(t\) (as a program may spawn parallel threads with which it never synchronizes), but \(s\) will be its only source vertex.

We write a graph consisting of a single vertex (which corresponds to a fully sequential computation) as \(\bullet\), and use conventional shorthands [Blelloch and Greiner 1995, 1996] for combining subgraphs into larger graphs. These shorthands are defined in Figure 2. For two graphs \(g_1\) and \(g_2\), \(g_1 \oplus g_2\) denotes the sequential composition \(g_1\) followed by \(g_2\) and \(g_1 \otimes g_2\) denotes the parallel composition allowing the computations represented by the two graphs to occur in parallel. Sequential composition adds an edge from the sink of \(g_1\) to the source of \(g_2\), thus composing the two “main” threads. One special case is not listed in the figure: because we are primarily interested in the parallel structure of a program, we will treat \(\bullet \oplus \bullet\) (which is still a sequential computation) as equivalent to \(\bullet\). Parallel composition results in a graph whose “main” thread consists of two newly created vertices: \(u_1\) has the sources of \(g_1\) and \(u_2\) as children and \(u_2\) has the sinks as parents. Left composition [Spoonhower 2009] \(g \backslash u\) indicates that the graph \(g\) should run asynchronously with the “main” thread of the graph. The “main” thread of the resulting graph consists of only a new vertex \(u'\), with an edge to the source of \(g\). The indicated vertex \(u\) is installed as the sink of \(g\), so that another thread can easily locate and synchronize with \(g\). This is done with the operation \(u \backslash u'\), which again creates a new vertex \(u'\) in the “main” thread and installs a synchronization edge \((u, u')\).

It is important to note that all vertices in a graph must have unique identifiers. This is enforced by the operations in Figure 2 by requiring that vertex sets of combined graphs be disjoint and that the vertex of a left composition not already appear in the graph. Both requirements cause no loss of generality, as vertices of a graph can be freely renamed, but this renaming must be done consistently (e.g., all uses of \(u\) in the graph must be updated if \(u\) is renamed). In most related treatments of graph notation, such renamings are performed implicitly, and so it may seem that we are belaboring this point. However, as we will see, much of the complexity of graph types and of the techniques in the paper arises out of the necessity to keep vertex names distinct.

Fig. 2. Shorthands for combining graphs.
2.2 Parallelism Mechanisms

In this paper, we will consider two mechanisms of expressing parallelism. The first is called fork-join or nested parallelism. In the syntax of our paper, fork-join parallelism is introduced with the construct \( \text{par} (e_1, e_2) \) where \( e_1 \) and \( e_2 \) are arbitrary expressions. This operation spawns two threads to execute \( e_1 \) and \( e_2 \) in parallel. When both expressions evaluate to values, a pair of the two values is returned. Many common parallel algorithms, such as the broad and useful class of divide and conquer algorithms, can be expressed using fork-join parallelism. One example of a fork-join parallel algorithm, which has become the "Hello World" of parallel programs, is the inefficient recursive Fibonacci function, in which the two recursive calls are performed in parallel. The code for this example is in the left side of Figure 3.

Another common parallelism mechanism is futures. The operation \( \text{future} \ e \) spawns a thread, or future, to compute \( e \), which runs in parallel with the current thread, and returns a handle to this future. The handle can be used to \( \text{touch} \) or \( \text{force} \) the future. For this, we will use the syntax \( \text{touch} \ e \), which evaluates \( e \) down to a future handle, waits for the corresponding future to complete, and returns the value returned by the future. Futures are a very useful and general parallelism mechanism, and indeed are powerful enough to encode fork-join parallelism in a straightforward way. For example, on the right side of Figure 3, we rewrite the above Fibonacci program using a future to compute \( \text{fib} \ (n - 1) \). The other recursive call is performed in parallel in the main thread. The main thread then uses the construct \( \text{touch} \) to get the result of the asynchronous computation before adding the two results.

3 GRAPH TYPES FOR FORK-JOIN PROGRAMS

Before introducing the full complexity of our language and analysis, we present an overview of the approach by working through the approach of the paper on a simple calculus \( \lambda_{G}^{G_{FJ}} \) that allows only fork-join programs. This section will thus demonstrate several of the important concepts and contributions we introduce in the paper, particularly graph types and the type-and-effect system for assigning graph types to programs, without the additional complexity necessary to support more general forms of parallelism. Because what is presented in this section is a strict subset of the full presentation to come in the following sections, we will not prove any metatheoretic results in this section, but defer these to the presentation of the full systems.

3.1 Graph Types

The first contribution of this paper is a compact notation for representing families of graphs that could arise from a cost semantics. We call these representations graph types, by analogy to how types represent families of values that could arise from execution of a program. The syntax for graph types for \( \lambda_{FJ}^{G} \), shown in Figure 4, reuses much of the notation for graphs introduced in
Section 2, with the same meaning. The syntax also includes two new notations, $G \lor G$ to denote two alternative possible graph types, and the notation $\mu \gamma. G$ for recursive graph types.

We illustrate the use of both of these connectives using the fork-join Fibonacci example of Section 2. Figure 5 shows the graphs for $n = 1$ through $n = 3$. For readability, some vertices are labeled with the call to fib they represent. The progression of graphs shows a pattern that matches the recursive structure of the code: the graph for fib $n$ consists of either a single vertex (if the “then” branch of the conditional is taken) or two parallel recursive instances of the graph for fib $n$.

If we wish to compactly represent all of the graphs that could result from a call to fib, we will need some sort of recursion. Abusing notation liberally, we could define the set of graphs that could result from calls to fib with the following recursive definition:

$$
\text{Graphs}(\text{fib}) \triangleq \{\bullet\} \cup \{g_1 \otimes g_2 \mid g_1, g_2 \in \text{Graphs}(\text{fib})\}
$$

We introduce the connective $\lor$ to indicate two possible graphs (in the above example, we could write $\bullet \lor G_1 \otimes G_2$ to indicate that the graph is either a singleton or a parallel composition). We also introduce recursive graph types, borrowing notation from recursive types. The graph type $\mu \gamma. G$ denotes a recursive graph type. It binds the graph type variable $\gamma$ inside $G$; occurrences of $\gamma$ inside $G$ indicate a recursive occurrence of the whole graph. Using this new notation, we could define the graph type for the Fibonacci program as follows:

$$
G_{\text{fib}} \triangleq \mu \gamma. (\bullet \lor (\gamma \otimes \gamma))
$$

### 3.2 Normalization: From Graph Types to Graphs

We define a procedure for enumerating sets of graphs that belong to a graph type. We call this procedure normalization, and will use it, among other purposes, to validate the graph type system. Any recursive graph type will correspond to an infinite set of graphs, because the recursion in the graph type can be unrolled an unbounded number of times\(^1\). We avoid infinite sets by introducing an index parameter, which bounds the number of times recursive graph types will be unrolled.

The normalization procedure for fork-join graph types is shown in Figure 6, and produces a set of graphs using the notation of Figure 2 (recall that the notations $\bullet$, $\oplus$ and $\otimes$ are used for both graph types and graphs; on the left hand side of the definitions, they refer to the graph type operations and on the right hand side, they refer to the graph operations). When the integer index is

\[^1\text{In terminating programs, these infinite graphs cannot result from actual executions because the runtime recursion will eventually reach the base case; the graph type notation deliberately abstracts away this detail.}\]
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\[ \text{Fig. 6. Normalization for fork-join graph types.} \]

0, normalization returns only the singleton graph: this ensures that unrolling recursive graphs will eventually "bottom out" to a single vertex. Sequential and parallel compositions of graph types \( G_1 \) and \( G_2 \) are normalized by computing the normalizations of both graph types and then pairwise composing the resulting sets. The alternation \( G_1 \) \( \vee \) \( G_2 \) corresponds to a graph type that could be either \( G_1 \) or \( G_2 \), so the normalization of this graph type is the union of the normalizations of \( G_1 \) and \( G_2 \). The normalization of a recursive graph type at index \( n \) includes all of the graphs with the recursion unrolled 1 through \( n \) times. To normalize a recursive graph type, we substitute the recursive graph type for the variable \( \gamma \) in the body, and decrement the index. The normalization also includes all graphs with fewer than \( n \) unrollings (e.g., in the 3-way unrolling of \( G_{fib} \), we allow some recursive branches to terminate early, which does in fact occur in the program.) To this end, we include \( \text{Norm}_{n-1}(\mu \gamma. G) \) in the normalization. As an example, we normalize \( G_{fib} \) from above, using \( A \times B \) as shorthand for \( \{ g_1' \otimes g_2' \mid g_1' \in A, g_2' \in B \} \).

\[
\begin{align*}
\text{Norm}_1(G_{fib}) &= \{ \bullet \} \\
\text{Norm}_2(G_{fib}) &= \text{Norm}_1(\bullet \vee G_{fib} \otimes G_{fib}) \cup \text{Norm}_1(G_{fib}) \\
&= \{ \bullet \} \cup (\text{Norm}_1(G_{fib}) \times \text{Norm}_1(G_{fib})) \cup \text{Norm}_1(G_{fib}) = \{ \bullet, \bullet \otimes \bullet \} \\
\text{Norm}_3(G_{fib}) &= \text{Norm}_2(\bullet \vee G_{fib} \otimes G_{fib}) \cup \text{Norm}_2(G_{fib}) \\
&= \text{Norm}_2(G_{fib}) \times \text{Norm}_2(G_{fib}) \cup \text{Norm}_2(G_{fib}) \\
&= \{ \bullet, \bullet \otimes \bullet, \bullet \otimes (\bullet \otimes \bullet), (\bullet \otimes \bullet) \otimes \bullet, (\bullet \otimes \bullet) \otimes (\bullet \otimes \bullet) \}
\end{align*}
\]

The above set contains the three graphs displayed in Figure 5, as well as others (e.g., \( (\bullet \otimes \bullet) \otimes (\bullet \otimes \bullet) \)) that are possible according to the graph type but will not arise at runtime.

3.3 Language and Graph Type System

Figure 8 presents the syntax of \( \lambda_{\text{G,F,J}} \). The calculus is essentially a simply-typed lambda calculus with a base type of unit (with value \( () \)), functions, pairs and sum types. Function abstractions \( \text{fun } f \ x = e \) are explicitly named, rather than anonymous, and recursive by default. We will use a type-and-effect system to assign both standard types and graph types to expressions, and so, as in most presentations of effect systems, we annotate function types with the "latent effect" of the function, in this case, a graph type corresponding to the parallelism of the function body itself. For example, if we extend \( \lambda_{\text{F,J}} \) with integers, we would express the type of the Fibonacci program described above as \( \mu f. (\nu y \gamma. y y y) \rightarrow \text{int} \), indicating that the function accepts and returns an integer, and results in a graph described by the graph type written over the arrow.

The typing judgment for the type system of \( \lambda_{\text{G,F,J}} \) is \( \Gamma; \Delta \vdash e : \tau \mid G \). The typing judgment uses two contexts: \( \Gamma \), as usual, maps variables to their types. The second context, \( \Delta \), lists graph type variables \( \gamma \). The judgment indicates that the expression \( e \) has type \( \tau \) and executing it will produce a graph corresponding to \( G \).
The interesting rules for this judgment appear in Figure 7. Variables and unit values result in singleton cost graphs, and have the usual typing properties. When typing a function \( \text{fun } f \ x = e \), because functions are recursive, we must add \( f \) to the context with an appropriate type, which must also include a graph type. A recursive function will yield a recursive graph type, so we assume the form \( \mu \gamma . G \) for the graph type of the function. Recursive instances of \( f \) within the body then yield recursive instances of the function graph, so we assign \( f \) the graph type \( \gamma \). We also add \( \gamma \) to the graph type variable context and, as usual, the argument \( x \) to the context with its type \( \tau_1 \). If, under this context, the body of the function has the result type \( \tau_2 \) and yields a graph of graph type \( G \), we conclude the final type \( \tau_1 \overset{\mu \gamma . G}{\rightarrow} \tau_2 \). Functions are values, and so defining a function yields only a singleton graph \( \bullet \).

The graph contained in a function type only comes into play when the function is applied. At an application \( e_1 \ e_2 \), the function \( e_1 \) is required to have a function type \( \tau_1 \overset{G_1}{\rightarrow} \tau_2 \). Because \( e_1 \) might not be a function literal or variable, we also account for the fact that evaluating \( e_1 \) might itself result in a graph \( G_1 \). The argument \( e_2 \) must have the argument type \( \tau_1 \); evaluating it results in a graph \( G_2 \). The result has type \( \tau_2 \). The graph type of the application sequences together the graphs corresponding to evaluating \( e_1 \), evaluating \( e_2 \), and evaluating the function.

An expression \( \text{par}(e_1, e_2) \) has a type which is the pair of the types of the two subexpressions; as the two expressions are evaluated in parallel, the resulting graph is the parallel composition of the two subgraphs. Finally, in a pattern match case \( e_1 \{x.e_2; y.e_3\} \), we first evaluate the expression \( e_1 \), which must have a sum type. The two branches must have the same type \( \tau' \), which is also the result type of the entire case expression. After evaluating \( e_1 \) and producing a graph corresponding to \( G_1 \), we will execute only one of the two branches (either \( e_2 \) with graph \( G_2 \) or \( e_3 \) with \( G_3 \)). This is indicated with the graph type \( G_2 \lor G_3 \).

Fig. 7. Selected rules for the graph type system of \( \lambda G \) (fork-join subset only).

Fig. 8. Syntax for \( \lambda_{FJ}^G \).
3.4 Cost Semantics and Soundness

We validate the graph type system by defining a cost semantics for \( \lambda^G_{FJ} \), which evaluates the program to produce both a value and a graph corresponding to the execution. The graph type system is sound if the produced graph is always in the normalization of the predicted graph type. The cost semantics judgment \( e \Downarrow v | g \) states that \( e \) evaluates to value \( v \) and produces graph \( g \). Selected rules for the cost semantics are shown in Figure 9. The other rules are straightforward and/or result in singleton cost graphs. Evaluating an application \( e_1 e_2 \) evaluates \( e_1 \) to a function value and \( e_2 \) to a value, then substitutes the argument for the formal parameter and the function itself for \( f \), and composes the three resulting cost graphs. Evaluating a par expression produces a pair of the resulting values and the parallel composition of the two graphs. When evaluating a case expression, we evaluate \( e_1 \) to either inl \( v \) or inr \( v \), at which point the corresponding rule substitutes \( v \) into the correct branch and continues evaluating to obtain the final value. Only the selected branch is evaluated and contributes to the final cost graph, which is sequentially composed with the graph that resulted from evaluation of \( e_1 \).

Theorem 1 is the key soundness result for the graph type system of \( \lambda^G_{FJ} \). It states that if an expression \( e \) has type \( \tau \) and graph type \( G \) in an empty context and evaluates to value \( v \) producing graph \( g \), then \( g \) is properly represented by \( G \) (that is, it is in the normalization of \( G \) for some index \( n \)). The theorem also encompasses a more standard preservation result, that the type of the final result \( v \) is \( \tau \). Because \( v \) is a value, its associated graph is trivial.

**Theorem 1.** If \( \cdot \vdash e : \tau | G \) and \( e \Downarrow v | g \), then \( \cdot \vdash v : \tau | \bullet \) and \( g \in \text{Norm}_n(G) \) for some \( n \in \mathbb{N} \).

This result is encompassed by the equivalent theorem presented later along with the full development, so we will not give the proof here.

4 GRAPH TYPES

This section extends the definition and formalisms of graph types to futures. As in the previous section, we will motivate the additional features using example programs. Recall the future-based implementation of the Fibonacci function from Section 2. Using the notation for graph types introduced above, and reusing the notations for sequential composition, left composition and edge addition, we might be tempted to write the graph type for the future-based Fibonacci program as:

\[
G^\text{wrong}_{\text{fib}} = \mu G. (\bullet \lor (y \lor u \lor y \lor u))
\]

However, this definition has an important problem: if we were to unroll the recursion to generate sets of actual graphs, the same vertex \( u \) would be used in each recursive instance, which would violate the requirement that vertices in a graph be unique. To solve this problem, we introduce the
let rec pipeline (f, fut, l) =
  match l with
  | [] -> touch fut
  | h::t ->
    let fprefix = future (f h + (touch fut)) in
    pipeline (f, fprefix, t)

Fig. 10. Code for the pipeline program.

Fig. 11. Graph for the pipeline program with \( l = [1; 2; 3] \).

notation \( vu.G \); this binds the new vertex name \( u \), which may be freely renamed by the standard rules of alpha conversion (the notation goes with the convenient mnemonic “new”). Like other binding constructs, this also induces a notion of scope: the vertex \( u \) is not bound, and may not be used, outside \( G \). When unrolling the type definition to give a standard graph during normalization, we will instantiate \( u \) with a fresh vertex name, leading to the desired behavior. A correct graph type for the Fibonacci program is then:

\[
G_{fib} \triangleq \mu y.vu. (\bullet \lor y \lor y \lor u \land)
\]

As another example, consider the program in Figure 10, which takes a function \( f \) and a list of integers \( l_0 \ldots l_n \) and computes \( f(l_0) + \cdots + f(l_n) \) in a pipelined fashion: all of the \( f(l_i) \) are computed in parallel, and then the results are added together. The function takes a future as an additional argument: in the (recursive) call \( \text{pipeline} (f, \text{fut, l}) \), \( \text{fut} \) is a future that is computing \( f(l_0) + \cdots + f(l_{i-1}) \) (that is, the sum of the prefix of the desired list). A top-level call of the function would simply pass in \( \text{future} \ 0 \).

If the list is empty, the function simply touches the provided future (which will, by construction, return the desired sum). Otherwise, it spawns a new future that, in parallel with the rest of the computation, applies \( f \) to the head of the list before demanding the sum of the prefix and adding them together. The handle to this future is then (immediately, without blocking) passed to the recursive invocation of \( \text{pipeline} \) on the rest of the list. When called on a list, the function runs down the entire list and generates \( n \) futures in a tight loop. Each future computes \( f \) on an element on the list before touching the previous future. The graph for \( \text{pipeline} (f, \text{fut, [l]} \ldots \text{l}_n) \) is shown in Figure 11, where \( \text{fut} \) is a future with sink vertex \( u_0 \) (strictly speaking, this is not valid as a complete program graph because \( u_0 \) is never spawned and is therefore an additional source). Representing this graph as a graph type requires an additional feature: each recursive instance of the graph must take as an “argument” the vertex of the future it should touch (for example, the outermost instance of the graph must know to touch \( u_0 \), the next instance must know to touch \( u_1 \), and so on). We therefore allow graph types to abstract over vertices: the graph type \( \Pi u_f; u_t.G \) represents a graph that abstracts over two sequences of vertices, \( \bar{u}_f \) and \( \bar{u}_t \), and may spawn futures using the vertices in \( \bar{u}_f \) and touch the vertices in \( \bar{u}_t \) (the two sequences are permitted to overlap and, indeed, \( \bar{u}_f \) is generally a subset of \( \bar{u}_t \); the reasoning for keeping them separate will become
clear in the next section). The graph type $G[\bar{u}_f; \bar{u}_t]$ applies $G$ to two sequences of vertices. We treat $(\Pi \bar{u}_f; \bar{u}_t, G)[\bar{u}_f'; \bar{u}_t']$ as equal to $G[\bar{u}_f'/\bar{u}_f][\bar{u}_t'/\bar{u}_t]$ (that is, $G$ with the vertices $\bar{u}_f'$ substituted pointwise for $\bar{u}_f$ and similar for $\bar{u}_t'$ and $\bar{u}_t$). The graph type for the pipeline program can be written

$$G_{\text{pipeline}} \triangleq \nu \gamma. \Pi \emptyset; u. vu'. (u \setminus \nu ((G_f \oplus u \setminus u' \oplus \gamma [\emptyset; u']))$$

where $\emptyset$ is an empty sequence of vertices. The graph type indicates that each recursive instance takes a vertex $u$, binds a new vertex $u'$, and then touches $u$ either immediately or after spawning a future using $u'$ to perform $f$ (whose graph is represented as $G_f$). In the recursive case, the recursive instance of the graph, $\gamma$, is passed the vertex corresponding to the new future, $u'$.

### 4.1 Full Graph Type Syntax and Normalization

Figure 12 shows the full syntax for graph types, with the additions motivated above. Figure 13 gives the additional cases of the definition of normalization. Normalizing graph types of the forms $G/_u$ and $u \setminus \nu$, which borrow syntax from their graph notation counterparts, is straightforward. Normalizing a new vertex binding $vu.G$ generates a fresh vertex and substitutes it for the bound vertex. Finally, to normalize an application $G[\bar{u}_f; \bar{u}_t]$, we first unroll any recursive bindings in $G$ using the notation $\text{unroll}_k(G)$:

$$\text{unroll}_{n+1}(\mu \gamma. G) \triangleq \text{unroll}_n(G[\mu \gamma.G/\gamma])$$

$$\text{unroll}_n(G) \triangleq G \quad n = 0 \lor G \neq \mu \gamma. G'$$

Unrolling is performed until a $\Pi$ graph type is exposed, at which point the $\beta$-reduction is performed by substituting the vertex sequences pointwise. If we had to unroll $k$ recursive bindings, we only continue to normalize the remaining graph $n-k$ additional steps. Graph types that have a $\Pi$ binding as their head cannot be normalized, but we will never need to normalize such a graph type, as they will always be applied eventually.

Lemma 1 lists several properties of the normalization procedure that will be useful in the remainder of the paper. The first three allow us to move more easily between graph types and graphs contained in their normalizations. The fourth states that normalization is preserved by substitution. The fifth shows that normalization is monotonic: normalizing a graph type for additional steps only adds graphs to the set.

**Lemma 1.**

1. If $g_1 \in \text{Norm}_n(G_1)$ and $g_2 \in \text{Norm}_n(G_2)$, then $g_1 \oplus g_2 \in \text{Norm}_n(G_1 \oplus G_2)$.
2. If $g_1 \in \text{Norm}_n(G_1)$ and $g_2 \in \text{Norm}_n(G_2)$, then $g_1 \otimes g_2 \in \text{Norm}_n(G_1 \otimes G_2)$.

Adding explicit vertex names to the graph type syntax now opens the possibility of syntactically valid but problematic graph types. For example, we would want to disallow the graph type \( \Pi \). We ensure that vertex names are unique when producing graph types from expressions, and determine which instance of \( G \) is contained in \( \text{Norm} \).

$$\begin{array}{llll}
\text{Fig. 14. Rules for graph type formation.}
\end{array}$$

(3) If \( g \in \text{Norm}_n(G) \) then \( g / _u \in \text{Norm}_n(G / _u) \).
(4) If \( g \in \text{Norm}_n(G) \) then \( g[ u / _u] \in \text{Norm}_n(G[ u / _u]) \).
(5) If \( g \in \text{Norm}_n(G) \) and \( m \geq n \), then \( g \in \text{Norm}_m(G) \).

Cases (1)-(3) are immediate from the definition of normalization. Case (4) is a straightforward structural induction on \( G \). Case (5) is a lexicographic induction on \( G \) and \( m \): the key insight is that \( \text{Norm}_{m-1}(\mu y . G) \) is contained in \( \text{Norm}_m(\mu y . G) \).

### 4.2 Graph Type Formation

Adding explicit vertex names to the graph type syntax now opens the possibility of syntactically valid but problematic graph types. For example, we would want to disallow the graph type \( \bullet / _u \oplus \bullet / _u \oplus u \ \because \) because its normalization (which, due to the reuse of syntax, is exactly \( \{\bullet / _u \oplus \bullet / _u \oplus u \} \)) contains an ill-formed graph: the vertex \( u \) is used twice and it is therefore impossible to determine which instance of \( u \) should be the source of the edge added by the touch \( u \). To avoid this, we ensure that vertex names are unique when producing graph types from expressions, and declare invalid any graph types with duplicate vertex names.

The judgment \( \Delta ; \Omega ; \Psi \vdash G : \kappa \) indicates that a graph type is semantically valid. As before, \( \Delta \) contains bound graph type variables. In addition, it now maps these variables to the kind of the graph. Graph kinds indicate whether a graph type is a \( \Pi \), and if so, its arities. The graph kind \( * \) indicates a graph type that does not have a \( \Pi \) at the outermost level.

**Graph Kind**

\[ \kappa ::= * \mid \Pi \vec{v}_f ; \vec{u}_t . \kappa \]

In order to restrict the use of vertex names, we assume that vertex names are drawn from a global “pool” of vertex names (although new vertex names can be added by \( \Pi \) and \( \nu \) bindings). We use two contexts to store these “available” vertex names. The context \( \Omega \) includes the vertices that are available to be used in spawns \( G / _u \). In order to ensure that each vertex name is attached to only one future, this context is affine—we permit weakening (additional vertex names can be added to \( \Omega \) and not used to spawn futures) but not contraction. The context \( \Psi \) includes vertices that may be used in touches \( u \) and is unrestricted, as vertices can be touched any number of times.
The rules for the graph type formation judgment are presented in Figure 14. Most of the rules are relatively straightforward. In rules DW:SEQ and DW:PAR, we explicitly split the affine context Ω so that vertex names may be used in spawns in at most one of the two subgraphs. It is not necessary to split the context in rule DW:OR: because only one of the two subgraphs will actually appear in a normalization of this graph type, it is safe to reuse spawned vertices between the two. Indeed, it is sometimes necessary to do so: consider the expression touch (if e then future e1 else future e2). We can assign this expression the graph type (when 𝑔 which can be ensured through this does not cause any loss of generality, as FF vertices in normalized graphs are “free” in the graph type. We define variable 𝛾 normalizable. The full proof is in the appendix.

We now show formally that well-formed graph types (according to the rules of Figure 14) can be normalized into sets of meaningful graphs. We refer to this notion as “normalizability” and define them to be duplicated. Vertex bindings Π̂𝑢;̂𝑢,̂𝐺 are also permitted to appear on their own without recursion, provided 𝐺 has kind ∗; these are handled by DW:PI.

Rules DW:SPAWN and DW:TOUCH require the named vertex to be in the appropriate context. Rule DW:NEW adds the new vertex to both contexts provided it is not currently in either context (which can be ensured through α-conversion). Finally, DW:APP requires the vertex arguments to be present in the appropriate contexts, and removes the vertices 𝑢′ from the affine context.

We now show formally that well-formed graph types (according to the rules of Figure 14) can be normalized into sets of meaningful graphs. We refer to this notion as “normalizability” and define it formally below. Recall that graphs of kind Π̂𝑢;̂𝑢,̂𝐺 cannot be normalized directly, so we define such a graph to be normalizable if when unrolled and applied to appropriate arguments, the result can be normalized. This completes the induction hypothesis for the result we show below.

**Definition 1.** A graph 𝐺 : 𝜅 is normalizable at 𝑛 if

- 𝜅 = ∗ and for all 𝑔 ∈ Normₙ(𝐺), the graph 𝑔 is well-defined.
- 𝜅 = Π̂𝑢;̂𝑢,∗ and unroll(𝐺) = Π̂𝑢;̂𝑢, 𝐺′ for some 𝑘, and for all 𝑢, 𝑢′ of appropriate arities, we have that 𝐺′[[𝑢′/𝑢][𝑢′/𝑢]] is normalizable at 𝑛.

The proof that well-formed graph types are normalizable relies on the fact, stated in Lemma 2 and proven in the appendix, that any vertices generated by normalization are fresh; otherwise vertices in normalized graphs are “free” in the graph type. We define FF(𝐺) to be the vertex names used in spawns (𝐺′/𝑢) inside 𝐺 which are not bound in 𝐺. We also use the shorthand Verts(𝑔) = 𝑉 when 𝑔 = (𝑉, 𝜅, 𝑠, 𝑡).

**Lemma 2.** For all 𝐺 and all 𝑛 ≥ 0 and all 𝑔 ∈ Normₙ(𝐺), Verts(𝑔) ⊂ FF(𝐺) ∪ 𝑉 where 𝑉 is a set of freshly-chosen vertices.

**Theorem 2.** For all 𝑛 ≥ 0,

1. If : ; Ω; Ψ ⊢ 𝐺 : 𝜅 then FF(𝐺) ⊂ Ω and 𝐺 is normalizable at 𝑛.
2. If 𝜅; Ω; Ψ ⊢ 𝐺 : 𝜅 then FF(𝐺) ⊂ Ω and 𝐺[ 𝑚; Π̂ 𝑢;̂ 𝑢, 𝐺/ 𝜅] is normalizable at 𝑛.

The proof is by lexicographic induction on 𝑛 and the appropriate type formation derivation. The induction hypothesis on 𝑛 is used in the DW:VAR case, where we must reason that 𝑚; Π̂ 𝑢;̂ 𝑢, 𝐺 is normalizable. The full proof is in the appendix.
5 A GRAPH-ANNOTATED CORE CALCULUS

In this section, we present the full language $\lambda^G$ and its graph type system, which we use to infer graph types for programs. To aid in the computation of graph types, we annotate $\lambda^G$ programs with vertex names for futures: spawns of futures are annotated with the vertex to be used to spawn this future, and the type of futures, $\tau$ future[$u$], is similarly annotated with the sink vertex of the future. New vertex names can be bound using a “new” construct analogous to the $\nu u. G$ binding for graph types. Additional annotations on function definitions and applications allow for a form of future-polymorphism, which will be explained below. Note that we do not expect these annotations to be inserted by programmers: Section 6 will discuss how these annotations can be automatically inferred and inserted into unannotated source programs. The problem of inferring these annotations is largely orthogonal to finding a graph type from an annotated program, so we present the graph type system over the annotated language out of a separation of concerns.

5.1 Syntax and Type Formation

The full syntax of $\lambda^G$ is shown in Figure 15. Types are the same as for $\lambda^G_F J$, with the addition of a type of futures. The type of functions has also been modified to account for a form of polymorphism which will be explained below. Expressions include the expressions of $\lambda^G_F J$, as well as constructs to spawn and touch futures, and the expression new $u.e$, which binds the new vertex name $u$ in $e$.

Functions are now polymorphic over the sets of vertices that the body of the function may spawn or touch: the function $\text{fun}[[\tilde{u}; \tilde{u}] f x = e | e[\tilde{u}; \tilde{u}] e | (e, e) | \text{fst} e | \text{snd} e | \text{par}(e, e) | \text{inl} e | \text{inr} e | \text{case} e \{x.e; y.e\} | \text{future}[u] e | \text{touch} e | \text{new} u.e$.

Fig. 15. Syntax of $\lambda^G$.
We are now ready to present the rules for the graph type system, which produces types and graph
well-formed. The judgment is
\[ \Delta \vdash \text{fun}[\bar{u}_f; \bar{u}_t] \text{ if } x = e : \Pi \bar{u}_f; \bar{u}_t \xrightarrow{G} \tau_2 \]
\[ \gamma \text{ fresh} \quad \Delta; \Psi, \bar{u}_t \vdash \tau_1 \text{ ok} \quad \Delta; \Psi, \bar{u}_t \vdash \tau_2 \text{ ok} \]
\[ \Gamma; \Delta; \Omega; \Psi \vdash \text{fun}[\bar{u}_f; \bar{u}_t] \xrightarrow{\mu \Pi \bar{u}_f; \bar{u}_t, G} \tau_2 \]

(S:Fun)

\[ \Gamma; \Delta; \Omega; \Psi \vdash \text{fun}[\bar{u}_f; \bar{u}_t, \tau_1] \xrightarrow{\gamma} \tau_2, x : \tau_1; \Delta, \gamma : \Pi \bar{u}_f; \bar{u}_t, x : \bar{u}_f; \Psi, \bar{u}_t \vdash e : \tau_2 | G \]

\[ \Delta; \Psi, \bar{u}_t \vdash \tau_1 \text{ ok} \quad \Delta; \Psi, \bar{u}_t \vdash \tau_2 \text{ ok} \]

\[ \Gamma; \Delta; \Omega; \Psi \vdash \text{fun}[\bar{u}_f; \bar{u}_t, \tau_1] \xrightarrow{\gamma} \tau_2, x : \tau_1; \Delta, \gamma : \Pi \bar{u}_f; \bar{u}_t, x : \bar{u}_f; \Psi, \bar{u}_t \vdash e : \tau_2 | G \]

\[ \mu \Pi \bar{u}_f; \bar{u}_t, G \]

\[ \Delta; \Psi \vdash \Pi \bar{u}_f; \bar{u}_t, \tau_1 \xrightarrow{G} \tau_2 \]

\[ \Delta; \Psi \vdash \text{fun}[\bar{u}_f; \bar{u}_t] \xrightarrow{\mu \Pi \bar{u}_f; \bar{u}_t, G} \tau_2 \]

(S:App)

\[ \Gamma; \Delta; \Omega_1; \Psi + e_1 : \Delta, \gamma : \Pi \bar{u}_f; \bar{u}_t, \tau_1 \]
\[ \Delta; \Omega_2; \Psi + e_2 : \tau_2 | G_2 \]
\[ \Gamma; \Delta; \Omega_1, \Omega_2, \bar{u}_f; \bar{u}_t, \Psi + e_1[\bar{u}_f; \bar{u}_t] e_2 : \tau_2[\bar{u}_f; \bar{u}_t] | G_1 \oplus G_2 \]

(S:Pair)

\[ \Gamma; \Delta; \Omega_1; \Psi + e_1 : \tau_1 | G_1 \]
\[ \Gamma; \Delta; \Omega_2; \Psi + e_2 : \tau_2 | G_2 \]
\[ \Gamma; \Delta; \Omega_1, \Omega_2; \Psi + (e_1, e_2) : \tau_1 \times \tau_2 | G_1 \oplus G_2 \]

(S:Snd)

\[ \Gamma; \Delta; \Omega_1; \Psi + e_1 : \tau_1 \times \tau_2 | G \]
\[ \Gamma; \Delta; \Omega_2; \Psi + e_2 : \tau_2 | G \]
\[ \Gamma; \Delta; \Omega_1, \Omega_2; \Psi + \text{snd } e : \tau_2 | G \]

(S:Fst)

\[ \Gamma; \Delta; \Omega_1; \Psi + e_1 : \tau_1 \times \tau_2 | G \]
\[ \Gamma; \Delta; \Omega_2; \Psi + e_2 : \tau_2 | G \]
\[ \Gamma; \Delta; \Omega_1, \Omega_2; \Psi + \text{fst } e : \tau_1 | G \]

(S:Case)

\[ \Gamma; \Delta; \Omega_1; \Psi + e_1 : \tau_1 \times \tau_2 | G \]
\[ \Gamma; \Delta; \Omega_2; \Psi + e_2 : \tau_2 | G \]
\[ \Gamma; \Delta; \Omega_1, \Omega_2; \Psi + c \text{ase } e_1 \{x, e_2, y, e_3\} : \tau' | G \]
\[ \Delta; \Omega_1, \Omega_2; \Psi + e_3 : \tau | G_3 \]
\[ \Gamma; \Delta; \Omega_1, \Omega_2; \Psi + \text{case } e_1 \{x, e_2, y, e_3\} : \tau' | G_1 \oplus (G_2 \lor G_3) \]

(S:Future)

\[ \Gamma; \Delta; \Omega; \Psi + e : \tau | G \]
\[ \Gamma; \Delta; \Omega, u; \Psi, u + \text{future} [u] : \tau | G / u \]

(S:New)

\[ \Gamma; \Delta; \Omega; u; \Psi, u + e : \tau | G \]
\[ u \notin \text{FV}(\tau) \quad u \notin \Omega, \Psi \]
\[ \Gamma; \Delta; \Omega; \Psi + \text{new } u. e : \tau | vu.G \]

\[ \Delta; \Psi \vdash \Pi \bar{u}_f; \bar{u}_t, \tau_1 \xrightarrow{G} \tau_2 \]

\[ \Delta; \Psi \vdash \Pi \bar{u}_f; \bar{u}_t \xrightarrow{\mu \Pi \bar{u}_f; \bar{u}_t, G} \tau_2 \]

5.2 Graph Type System

We are now ready to present the rules for the graph type system, which produces types and graph
types from annotated \( \lambda^G \) expression. The rules are shown in Figure 16. The judgment now includes
the vertex contexts \( \Omega \) and \( \Psi \) but is otherwise the same as the graph typing judgment for the fork-join
language. The most interesting rules are S:FUN and S:APP. For a function \( \text{fun}[\bar{u}_f; \bar{u}_t] \) \( f \ x = e \), we will infer a type \( \Pi \bar{u}_f; \bar{u}_t. \tau_1 \xrightarrow{\mu \Pi \bar{u}_f; \bar{u}_t. \tau_2} \tau_2 \). As before, we add \( f \) to the context with a type of this shape, but using the recursive instance \( \gamma \) instead of the full graph. We also add \( \gamma \) to the context, with its kind, \( \Pi \bar{u}_f; \bar{u}_t. \ast \). Placing the \( \Pi \) binding inside the \( \mu \) binding like this and thus assigning \( \gamma \) a \( \Pi \) kind allows for vertex-polymorphic recursion, which is crucial. Recall the pipeline example above. Without polymorphic recursion, each recursive instance of pipeline would need to be passed the same future. The body of the function is analyzed using only \( \bar{u}_f \) as the affine context; vertices from the context outside the function cannot be captured by the function body, as using the function in multiple places would then allow these vertices to be duplicated. The outer context \( \Psi \), however, may be used freely inside the function body in addition to vertices bound in \( \bar{u}_t \). Practically speaking, this means that any vertex spawned by a function body must be either passed as a parameter to the function or bound by a new inside the body. If the vertex needs to be available outside the function body (e.g., if the function returns the future), it must be passed as a parameter.

Applications \( e_1 \ [\bar{u}_f; \bar{u}_t] \ e_2 \) now include pairs of vertex sequences as parameters. The affine context must include \( \bar{u}_t \); the remainder of the affine context is split between \( e_1 \) and \( e_2 \). The unrestricted vertex context must include \( \bar{u}_t \), but the entirety of this context, including \( \bar{u}_t \), is available to both \( e_1 \) and \( e_2 \). We perform the appropriate substitutions on both the argument and return types. Finally, we must instantiate the graph of the function body \( G_3 \), with the appropriate vertices (from rule S:FUN, we know that \( G_3 \) will be of \( \Pi \) kind). We first unroll \( G_3 \) to try to expose a \( \Pi \) binding and then perform the instantiation. If \( G_3 = \gamma \), this will result in the graph type \( \gamma [\bar{u}_f; \bar{u}_t] \), while if it is actually a \( \Pi \) (under a recursive binding), we will perform the appropriate \( \beta \)-reduction.

Rules S:Future and S:Touch simply require the vertices to be in the appropriate contexts. The rule for new \( u.x.e \) adds \( u \) to both contexts. Additionally, it requires that \( u \) does not appear free in the type of \( e \). This restriction prevents a spawned future from escaping the scope of its vertex.

Lemma 3 presents a number of results showing that typing or formation are preserved under substitution: values may be substituted into expressions (part 1), graphs may be substituted into graphs (part 2), types (3) and the typing of expressions (4), and vertices may be substituted into graphs (5), types (6) and expressions (7).

**Lemma 3.**

1. If \( \Gamma; x : \tau'; \Delta; \Omega; \Psi \vdash e : \tau \mid G \) and \( \vdots ; \Omega; \Psi \vdash v : \tau' \mid \bullet \) then \( \Gamma; \Delta; \Omega; \Psi \vdash e[v/x] : \tau \mid G \).
2. If \( \Delta; \gamma : \kappa'; \Omega; \Psi \vdash G : \kappa \) and \( \Delta; \Omega; \Psi \vdash G' : \kappa' \) then \( \Delta; \Omega; \Psi \vdash G[G'/\gamma] : \kappa \).
3. If \( \Delta; \gamma : \kappa; \Psi \vdash \tau \) and \( \Delta; \Omega; \Psi \vdash G : \kappa \) then \( \Delta; \Psi \vdash \tau[G/\gamma] \) ok.
4. If \( \Gamma; \Delta; \gamma : \kappa; \Omega; \Psi \vdash e : \tau \mid G \) and \( \Delta; \Omega; \Psi \vdash G' : \kappa \) then \( \Gamma; \Delta; \Omega; \Psi \vdash e : \tau[G'/\gamma] \mid G[G'/\gamma] \).
5. If \( \Delta; \Omega; \bar{u}_f; \Psi; \bar{u}_t \vdash G : \kappa \) then \( \Delta; \Omega; \bar{u}_f'; \Psi; \bar{u}'_t \vdash G[\bar{u}_f'/\bar{u}_f][\bar{u}_t'/\bar{u}_t] : \kappa \).
6. If \( \Delta; \Psi; \bar{u}_t \vdash \tau \) then \( \Delta; \Psi; \bar{u}_t \vdash \tau[\bar{u}_f'/\bar{u}_f] \) ok.
7. If \( \Gamma; \Delta; \Omega; \bar{u}_f; \Psi; \bar{u}_t \vdash e : \tau \mid G \) and \( \bar{u}_f' \cap \Omega; \bar{u}_f = \emptyset \) then \( \Gamma; \Delta; \Omega; \bar{u}_f'; \Psi; \bar{u}'_t \vdash e[\bar{u}_f'/\bar{u}_f][\bar{u}_t'/\bar{u}_t] : \tau[\bar{u}_t'/\bar{u}_t] \mid G[\bar{u}_f'/\bar{u}_f][\bar{u}_t'/\bar{u}_t] \).

The proofs are straightforward inductions, and are available in the supplementary material.

We can now show that the various static semantics are consistent: If an expression has type \( \tau \) and graph type \( G \), then \( \tau \) and \( G \) are well-formed. The judgment \( \Delta; \Psi \vdash \Gamma \) is the natural extension of type formation to contexts: a context is well-formed if all of the types in it are.

**Lemma 4.** If \( \Delta; \Psi \vdash \Gamma \) and \( \Delta; \Omega; \Psi \vdash e : \tau \mid G \) then \( \Delta; \Psi \vdash \tau \) and \( \Delta; \Omega; \Psi \vdash G : \ast \).

**Proof.** By induction on the derivation of \( \Gamma; \Delta; \Omega; \Psi \vdash e : \tau \mid G \).
5.3 Cost Semantics and Soundness

Figure 17 presents the cost semantics for the full $\lambda^G$ calculus. The judgment $e \Downarrow v \mid g$ is the same as in Figure 9 for $\lambda^F_T$. We omit rules C:Par, C:CaseL and C:CaseR, which are unchanged from Figure 9. We also omit rules C:Snd and C:InR, which are analogous to C:Fst and C:InL, respectively. The interesting additions are rules C:Future, C:Touch and C:New. For an expression future[u] e, if $e$ evaluates to $v$ and has graph $g$, we represent the spawning of the future by left-composing $g$ using vertex $u$. The future evaluates to a future value that simply stores the result $v$. An expression touch $e$ first evaluates $e$ down to a future value future[u] $v$, which gives both the value that the touch should return and the vertex that should be touched. The graph that results from evaluating $e$ is then sequentially composed with a touch of $u$. We evaluate an expression new u.e by first evaluating $e$. For all instances of $u$ in the resulting graph, we substitute a fresh vertex $u'$ to preserve the “newness” of $u$ in the final graph. Note that we do not need to substitute into the final value $v$: the typing rule S:New ensures that $u$ does not appear in $v$.

We can now show the analogue of Theorem 1 for $\lambda^G$. As before, we show that if an expression $e$ has a graph type $G$ and evaluates with graph $g$, then $g$ is in the normalization of $G$.

**Theorem 3.** If $\vdash \vdash; \Omega; \Psi \vdash e : \tau \mid G$ and $e \Downarrow v \mid g$, then $\vdash \vdash; \Omega; \Psi \vdash v : \tau \mid \bullet$ and $g \in \text{Norm}_n(G)$ for some $n \in \mathbb{N}$.

**Proof.** By induction on the derivation of $e \Downarrow v \mid g$. The interesting case is C:App. In this case, $e = e_1[\overline{u}'_1; \overline{u}'_2][g_3]e_2$ and $e_1 \Downarrow \text{fun}[\overline{u}'_1; \overline{u}'_2] f x = e_0 \mid g_1$ and $e_2 \Downarrow v \mid g_2$ and

$$e_0[\overline{u}'_1/\overline{u}_1][\overline{u}'_2/\overline{u}_2][v/x][\text{fun}[\overline{u}_1; \overline{u}_2] f x = e_0/f] \Downarrow v' \mid g_3$$

By inversion on S:App, $\vdash \vdash; \Omega_1; \Psi \vdash e_1 : \Pi \overline{u}_1; \overline{u}_2 ; \tau \xrightarrow{G_1} \tau_2 \mid G_1$ and $\vdash \vdash; \Omega_2; \Psi \vdash e_2 : \tau \mid G_2$ where $\Omega = \Omega_1, \Omega_2, \overline{u}_f$.

By induction, $\vdash \vdash; \Omega_1; \Psi \vdash \text{fun}[\overline{u}_1; \overline{u}_2] f x = e_0 : \Pi \overline{u}_1; \overline{u}_2 ; \tau \xrightarrow{G_1} \tau_2 \mid \bullet$ and $\vdash \vdash; \Omega_2; \Psi \vdash v : \tau \mid \bullet$ and $g_1 \in \text{Norm}_n(G_1)$ and $g_2 \in \text{Norm}_n(G_2)$.

By inversion on S:Fun, $f : \Pi \overline{u}_1; \overline{u}_2 \xrightarrow{\gamma} \tau_2 ; x : \tau_1; \gamma : \Pi \overline{u}_1; \overline{u}_2 ; \ast ; \overline{u}_f; \Psi, \overline{u}_1 + e_0 : \tau_2 \mid G$ and $G_3 = \mu \gamma. \Pi \overline{u}_1; \overline{u}_2; G$. By Lemma 3,

$$\vdash \vdash; \overline{u}_f; \Psi, \overline{u}_2 + e_0[\overline{u}'_1/\overline{u}_1][\overline{u}'_2/\overline{u}_2][v/x][\text{fun}[\overline{u}_1; \overline{u}_2] f x = e_0/f] : \tau_2[\overline{u}'_1/\overline{u}_1] \mid G[\Pi \overline{u}_1; \overline{u}_2; G/\gamma][\overline{u}'_1/\overline{u}_1][\overline{u}'_2/\overline{u}_2]$$
By induction, \( \cdot ; \cdot \; \vec{u}_{f}; \Psi, \vec{u}_{t} \vdash \circ' : \tau_{2} [\vec{u}_{f}/\vec{u}_{t}] \) and \( g_{3} \in \text{Norm}_{n_{3}}(G[\Pi \vec{u}_{f}; \vec{u}_{t}.G/\gamma][\vec{u}_{f}/\vec{u}_{f}][\vec{u}_{t}/\vec{u}_{t}]) \).

By Lemma 1, we have
\[
g_{1} \oplus g_{2} \oplus g_{3} \in \text{Norm}_{\text{max}(n_{1},n_{2},n_{3})}(G_{1} \oplus G_{2} \oplus G[\Pi \vec{u}_{f}; \vec{u}_{t}.G/\gamma][\vec{u}_{f}/\vec{u}_{f}][\vec{u}_{t}/\vec{u}_{t}])
\]
\[= \text{Norm}_{\text{max}(n_{1},n_{2},n_{3})}(G_{1} \oplus G_{2} \oplus \text{unroll}(G_{3})[\vec{u}_{f}/\vec{u}_{t}]) \]
\[\square\]

6 VERTEX ANNOTATION INFERENCE

The graph type system for \( \lambda^{G} \) assumes that programs have been annotated with names of vertices. Recall that this requires three types of additions and annotations to ordinary source programs:

1. Future creation operations \texttt{future e} must be annotated with a vertex name; this vertex becomes the sink of the created future in the graph.
2. Function definitions must include two sets of vertices \( \vec{u}_{f} \) and \( \vec{u}_{t} \) for use in the function body; \( \vec{u}_{f} \) must include all vertices used to spawn futures in the function body, as functions may not capture such vertices from the environment. The other set, \( \vec{u}_{t} \), allows the function to accept arguments of future type and be polymorphic over the vertices used in the future.
   Applications of functions must instantiate these sets of vertices.
3. Any new future names that must be created at runtime (e.g., in the body of a recursive function) must be bound in a “new” construct new \texttt{u.e}.

We observed in the introduction (and further discuss in Section 9) an analogy between region type systems and \( \lambda^{G} \); a similar analogy exists between region inference and inferring the above annotations. Our vertex inference algorithm is inspired by the region inference algorithm of Tofte and Birkedal [1998], which in turn builds on Hindley-Milner type inference [Hindley 1969; Milner 1978]. In the discussion of our vertex inference algorithm, we will therefore focus on aspects that are new or different from region inference and Hindley-Milner. A more detailed discussion of the differences between the setting of this paper and region systems appears in Section 9.

Inference of the vertex annotations occurs in one pass over the source program, at the same time as, and in concert with, standard Hindley-Milner type inference. Because vertex annotations appear in the types of futures, and vertex bindings appear in the types of functions (as binders of the form \( \Pi \vec{u}_{f}; \vec{u}_{t}.\tau \)), unification performed as part of type inference will naturally propagate and unify vertex annotations correctly. Unifying vertex annotations results in equivalence classes of vertices; vertices that have been made equivalent by unification are treated identically throughout the remainder of our algorithm.

When typing a spawn \texttt{future e}, our algorithm creates a new vertex name to use in the annotation of the expression and in the type of the new future. The remaining interesting points of the inference algorithm occur when handling function bodies. We follow these steps in inferring a function definition \texttt{fun x -> e} (or a let-bound non-recursive function; recursive functions are more complex and described below). We use FF(\texttt{e}) to refer to the future names spawned in \texttt{e} and FVS(\texttt{tau}) to refer to the free vertex names in \texttt{tau} (this extends naturally to FVS(\texttt{Gamma})).

1. Create a fresh type variable for the argument \texttt{x} and add it to the context.
2. Perform type inference on the body \texttt{e} to get an annotated function body \texttt{e'}, infer a result type \( \tau_{2} \) and possibly narrow down the argument type \( \tau_{1} \).
3. Let \( \vec{u}_{n} \triangleq \text{FF}(\texttt{e}) \setminus \text{FVS}(\tau_{2}) \setminus \text{FVS}(\texttt{Gamma}) \). This is the set of vertices that are newly used as spawns in the function body and do not escape the function body, so may be bound as “new” inside the function. Let \( \texttt{e''} \triangleq \text{new } \vec{u}_{n}.\texttt{e}' \).
4. Let \( \vec{u}_{t} \triangleq \text{FVS}(\tau_{1}) \). This is the set of vertices over which the function must be polymorphic.
(5) Let $\tilde{u}_f \triangleq \text{FF}(e''')$. This is the set of vertices that are newly used as spawns in the function body and not bound in the “new”. They must therefore be passed as parameters.

(6) Return the annotated function definition \( \text{fun}[\tilde{u}_f; \tilde{u}_1] x \to e'' \).

At an application \( e_1\ e_2 \), we perform type inference on the two subexpressions. If the inferred type for \( e_1 \) is of the form \( \Pi \tilde{u}_f; \tilde{u}_1, \tau_1 \xrightarrow{G} \tau_2 \), then as we did when processing a future, we create two sets of fresh new vertices with which to instantiate \( \tilde{u}_f \) and \( \tilde{u}_1 \). If these new sets are \( \tilde{u}'_f \) and \( \tilde{u}'_1 \), we generate the annotated application \( e_1[\tilde{u}'_f; \tilde{u}'_1] e_2 \). If the type of \( e_1 \) has not yet been inferred (which might happen if \( e_1 \) is a variable), we infer the type \( \Pi \emptyset; \tilde{u}_1, \tau_1 \xrightarrow{f} \tau_2 \) where \( \tilde{u}_1 = \text{FF}(\tau_1) \) and generate the annotated application \( e_1[\emptyset; \tilde{u}'_1] e_2 \). If \( e_2 \) is a future, this allows the function \( e_1 \) to be a vertex-polymorphic function accepting the future argument. Note that this means that a variable of function type (e.g., a functional argument of a higher-order function) will not be assigned a \( \Pi \) type, and therefore not be able to accept or return arguments containing futures, unless the type of the argument is known to contain a future (that is, \( \text{FF}(\tau_1) \neq \emptyset \)) at the time of application. The impact of this limitation is fairly minimal in practice and is discussed in the appendix.

Recursive functions require additional care. As in traditional type inference, when analyzing the body of a recursive function \( f \), we create a new type variable to represent the type of the function, add it to the context, run the procedure for non-recursive functions above and then unify the “guessed” type with the inferred type of the function. The type of \( f \) now has the “refined” form \( \Pi \tilde{u}_f; \tilde{u}_1, \tau_1 \xrightarrow{G} \tau_2 \), and so recursive invocations of \( f \) in the body will require annotations, e.g., \( e_1[\tilde{u}'_f; \tilde{u}'_1] e_2 \), as discussed in the previous paragraph. We therefore add the new, “refined,” type of \( f \) to the context and run the inference procedure on the body of \( f \) again to produce these annotations and perform the relevant unifications on them. In standard type inference with polymorphic recursion, this iteration of performing inference on the function body could go on forever [Mycroft 1984] if the type of \( f \) grows on each iteration. However, in our case, the new vertex annotations on functions may substitute new vertices into the type of \( f \) but will not cause it to grow, and we can stop after the second iteration.

As an example, we will walk through inferring the vertex annotations for the Pipeline program of Section 4. Because the pipeline function is recursive, we begin by guessing a type ’a for it and proceed to perform inference on the body. At \texttt{touch fut} on line 3, we infer that \texttt{fut} has the type ‘b future['u0], where \( u_0 \) is a freshly created name. When we later encounter \texttt{touch fut} on line 5, we unify ‘b with \texttt{int}. When analyzing the application \( f \ h \), we infer a type ‘c \xrightarrow{y_0} ‘d for \( f \), where \( y_0 \) is a freshly created graph variable (as discussed above, we do not infer a \( \Pi \) type for \( f \) because \( h \) is not yet known to—and indeed doesn’t—have a future type). We generate a new vertex \( u_1 \) with which to annotate the \texttt{future} on line 5. The type of \texttt{fprefix} is then inferred to be \texttt{int future[‘u1]}. By the time we encounter the recursive call, we will have inferred the type \( ‘c \xrightarrow{y_0} \text{int} \times \text{int future[‘u1]} \times ‘c \text{list} \) for the argument to the recursive call. Because this has a free vertex \( u_1 \), we will infer the type $\Pi \emptyset; u_1.(‘c \xrightarrow{y_0} \text{int}) \times \text{int future[‘u1]} \times ‘c \text{list} \xrightarrow{y_1} \text{int}$ for \texttt{pipeline} and annotate the application to be $\text{pipeline[‘u0; ‘u1]} (f, \text{fprefix}, \ t)$. The function body now has a free vertex \( u_1 \) used as a spawn. This vertex does not appear in the return type of the function, so we add a new \( u_1 \) binding around the body of the function. There are no remaining free spawn vertices, so \( \tilde{u}_f \) for the function is empty. To compute \( \tilde{u}_f \) for the function, we look at the type of the argument \( (f, \text{fut}, \ 1) \), which we have now inferred to be \( ‘c \xrightarrow{y_0} \text{int} \times \text{int future[‘u0]} \times ‘c \text{list} \). We set \( \tilde{u}_f \) to be the free vertices of this type, which is just \( u_0 \). We then iterate this procedure again.
because pipeline is recursive, but this will not produce any additional annotations because \( \bar{u}_f = \emptyset \). This gives us the fully annotated function.

```ocaml
let rec pipeline[\emptyset; u_0] (f, fut, l) =
  new u_1.
  match l with
  | [] -> touch fut
  | h::t ->
    let fprefix = future[u_1] (f h + (touch fut)) in
    pipeline[\emptyset; u_1] (f, fprefix, t)
```

7 IMPLEMENTATION AND CASE STUDIES

We implemented the graph type inference algorithm in a tool we call GML, which takes a source program written in a subset of OCaml, extended with future and touch as primitives, and reports the inferred types, including graph types for functions, of all declarations in the source file. It is also able to produce visualizations of the computation graphs of functions. We describe GML, including extensions to the theory that are supported by the implementation, in Section 7.1. In Section 7.2, we discuss a number of microbenchmarks and one large example program on which we tested GML.

We also consider two program analyses that are typically performed, implicitly or explicitly, on a graph: deadlock detection and cost analysis. Definitions of both analyses in terms of actual graphs \( g \) are readily available in the literature. Algorithms for performing these analyses directly over graph types \( G \) are a potentially rich area of future work and are outside the scope of this paper, but we report in Sections 7.3 and 7.4 on proof-of-concept implementations of these analyses using our implementations of graph type inference and normalization.

In Section 7.5, we also report on one program transformation aided by the graph, which we perform directly using the graph types, with no normalization. The GML input language, like many mainstream languages, includes only futures and not par. However, runtime scheduling can be done much more efficiently for fork-join parallelism than for futures. It may therefore beneficial for a compiler to be able to automatically find parts of a program that can be compiled using fork-join. We implement a compiler pass that uses graph type information to find future/touch pairs that can be replaced with a par and convert them accordingly.

7.1 Implementation

GML was written in OCaml and consists primarily of a parser (generated with ocamllex and ocamlyacc) and the type inference algorithm. At present, GML is a stand-alone tool that only performs graph type inference/checking, as well as the analyses described below. To keep the design simple, it is not implemented as part of OCaml or another compiler, although we hope to pursue such an implementation in the future. We simultaneously infer vertex annotations using the algorithm of Section 6, standard types using Hindley-Milner type inference, and graph types; graph type inference closely follows the rules of Figure 16, which are fairly algorithmic given a vertex-annotated expression. The user does not need to specify type annotations, graph type annotations or vertex annotations (indeed, there is not even syntax for graph types or vertex annotations): all annotations are inferred by GML. GML is not a compiler, as it stops after generating an annotated abstract syntax tree, but programs accepted by our front-end could be compiled using standard OCaml compilers (with libraries for parallelism); efficient compilation and execution of parallel programs is a separate and rich research area that is outside the scope of this paper.

GML accepts input programs written in a sizable subset of OCaml, with many features that are not included in the \( \lambda^G \) calculus including \( n \)-ary tuples, lists and limited forms of pattern matching. We do not yet support all of the syntactic sugar in OCaml, including full pattern matching or
multi-argument functions (multiple arguments can be simulated in GML using tuple arguments or currying). The biggest extension of the theory supported by GML is mutable references. As in OCaml, references have type \( t \ ref \) for any type \( t \), including futures. The syntax \( ref \ e \) creates a new reference initialized to the value of \( e \); the value stored in a future can be retrieved using the syntax \( !e \) and destructively updated using the syntax \( e := e \). We also provide a primitive futref, a reference to an as-yet-unspecified future. This allows programs to declare, and access, futures which have not yet been spawned, which is a common idiom in imperative implementations of futures and is useful for applications such as dynamic programming. For how much expressive power they add to the language, mutable references require few extensions to the theory or to vertex annotation inference. The typing rules for references simply propagate types and graphs in the expected ways; dereferencing a reference does not produce a new graph beyond evaluating the dereferenced expression as only values are stored in references.

\[
\begin{align*}
\text{(S:Ref)} & \quad \Gamma; \Delta; \Omega ; \Psi \vdash e : \tau | G \\
\text{(S: Deref)} & \quad \Gamma; \Delta; \Omega ; \Psi \vdash e : \tau ref | G \\
\text{(S: Assign)} & \quad \Gamma; \Delta; \Omega ; \Psi \vdash e : \tau ref | G
\end{align*}
\]

Extending the rest of the machinery of the paper to include references would require tracking a store through the operational semantics; this type of cost semantics is doable (see, e.g., [Muller et al. 2020]) but complicates the presentation and so references were left out for the sake of simplicity. Type inference for references proceeds similarly to inference for other types.

After performing inference, GML outputs the type of each top-level declaration in the file. Because the ASCII representations of graph types can get quite verbose, GML can also output DOT file representations of the graph types, on which we then run GraphViz [Gansner and North 2000] to generate a visual representation of the graph type. Figure 18a shows the compact visualization of the graph type for pipeline above. Note that the visualization includes \( \Pi, \mu \) and \( \nu \) bindings, and displays both alternatives of a \( G_1 \lor G_2 \) type (as “alt1” and “alt2” in the figure). GML also includes the ability to perform normalization on the graph types and output standard graph representations for easier visualization. Figure 18b shows the pipeline graph type unrolled three times. By default, when unrolling a graph type \( G_1 \lor G_2 \) \( n \) times, GML takes the larger alternative (by number of graph type connectives) the first \( n - 1 \) times and the smaller one on the last iteration.

Many properties of a parallel program can be inferred readily by the human eye when looking at a visualization of one or both forms above (the concrete graph type visualization of Figure 18a or the unrolling of Figure 18b). For example, it is straightforward to tell from such a graph, even when unrolled just once or twice as in Figure 18b, the amount of parallelism in an algorithm. As an example, consider the following slight variation on one line of the pipeline program:

```ocaml
let fprefix = future ((touch fut) + f h) in
```

We have swapped the two addends. In GML (unlike in OCaml), function arguments are evaluated left-to-right, so this waits on fut before computing \( f h \), rather than allowing the future to proceed in parallel. This small change to the code eliminates the pipelining effect and, indeed, most of the parallelism in the program; this fact is not easy to see in the code but is readily visible in Figure 18c, the visualization of the pipeline program with the above substitution: all of the instances of “`g2`”, which represents the calls to \( f \), are in a path and therefore occur in sequence.

\[\text{As always, the combination of mutation and polymorphism causes some problems, which we solve using an OCaml-style value restriction: we only generalize type variables for syntactic values; in particular, we do not generalize the type of futref to ‘a future ref.}\]
7.2 Benchmarks

We developed a number of benchmarks on which to test graph type inference, as well as the analyses and transformations described later in the section. Some were microbenchmarks, largely used as regression tests or adversarial tests of corner cases for type inference and the analyses. We also implemented one larger case study, a concurrent web server, to demonstrate the expressivity and scaling of the implementation.

7.2.1 Microbenchmarks. The microbenchmark suite consists of 31 example programs of varying sizes and purposes. Most tested a particular behavior of graph type inference or of deadlock detection or fork-join conversion (both described later in the section.) The type/purpose and number of microbenchmarks are summarized in Table 1.

7.2.2 Case Study: Web Server. As a larger proof-of-concept example to show that GML allows suitably expressive input programs and can scale, we implemented a variation on the web server example of Muller et al. [2018]. Our version of the program consists of a foreground loop that accepts incoming HTTP connections and a background loop that periodically optimizes a cache of frequently-requested pages. Both the foreground and background tasks involve non-trivial parallelism. The foreground loop spawns a new future to handle every new connection, so that each...
Table 2. Benchmark sizes and type inference times.

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>LoC</th>
<th>Time (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quicksort</td>
<td>50</td>
<td>1.1</td>
</tr>
<tr>
<td>Webserver</td>
<td>156</td>
<td>10.6</td>
</tr>
<tr>
<td>Webserver</td>
<td>200</td>
<td>16.3</td>
</tr>
<tr>
<td>Webserver</td>
<td>262</td>
<td>16.8</td>
</tr>
<tr>
<td>Webserver</td>
<td>362</td>
<td>24.6</td>
</tr>
</tbody>
</table>

client can be served in parallel. The asynchronous interaction that this allows is a major benefit of futures over fork-join programming. The function to handle HTTP requests accepts the request, and looks up the page in a cache maintained in a global mutable reference. If the page is in not in the cache, it is loaded from disk. All requested pages are recorded in a buffer also stored as global mutable reference.

The background thread maintains the cache by tracking a histogram of pages with the number of times they have been requested. It periodically traverses the buffer of new requests, updates the histogram and uses a parallel implementation of Quicksort to sort the pages by number of requests. The cache is updated with the top $N$ most-requested pages, where $N$ is a global constant.

For the purposes of type inference, we replace low-level system library calls, mostly those dealing with network operations, with no-ops; this does not impact the graph type inference as these networking system calls are sequential. GML is able to correctly infer useful graph types for all of the top-level functions in the program. As is the case with many static analyses for difficult-to-evaluate properties, correctness was assessed by manually inspecting the program to determine the correct graph type.

Although performance is not a major result of this paper, we tested varying versions of the benchmark of different sizes (by implementing more or less functionality within the benchmark itself that might otherwise be delegated to library code) to determine the effect on type inference time. The results, for 3 versions of the webserver and the smaller Quicksort benchmark (which forms part of the webserver code as well) are summarized in Table 2. The table shows the (non-blank) lines of code for each benchmark, as well as time taken for graph type inference on a commodity desktop. A better-engineered implementation and a more robust scaling evaluation are outside the scope of this paper, but the proof-of-concept implementation shows well-behaved scaling even on the largest (362-line) version of the webserver. This at least shows that graph type inference is fast enough to be performed as a normal part of compilation. This is to be expected, as graph type checking, like type checking, is naturally compositional: after a type is inferred for a function, its size no longer impacts the checking of other code as only its type is used. The types of functions are larger because they capture more information about the function (its parallel dependencies) but in most real-world code such as the web server, parallel behavior is confined to a few “main” functions, so this is not a large scaling problem in practice.

7.3 Application: Deadlock Detection

As discussed above, a deadlock corresponds to a cycle in the computation graph. Therefore, if a function has graph type $G$ and all $g \in \text{Norm}_n(G)$ are acyclic for all $n \geq 0$, then the function is

---

3In an implementation to executed on an actual parallel platform, these accesses to global state would need to be protected by some form of synchronization provided by the underlying parallelism implementation; we are only concerned with the inference of the graph types and so the implementation details of parallelism and synchronization are out of scope.
guaranteed not to deadlock. Cycle detection on a graph can be performed in linear time in the number of vertices and edges using a depth-first search, so finding a deadlock in a particular graph is straightforward. We cannot, of course, search an infinite number of normalized graphs. However, we conjecture that it suffices to normalize until every recursive graph type has been unrolled at least once. At this point, further recursive applications of graph types will use either the same vertices as previous applications or newly-created vertices, which will not in either case create new cycles. We have implemented a prototype deadlock detector based on this conjecture; it normalizes the graph type until every recursive binding has been unrolled at least once, then returns the resulting set of normalized graphs. Each graph is then checked for cycles.

We also consider it to be a deadlock if a touch targets a future that is never spawned; this corresponds to an edge in a graph whose source does not exist in the graph. Our deadlock detector checks the graph type directly for this possibility, without normalizing. The algorithm traverses the graph type, tracking two sets of vertices: 1) vertices that are definitely spawned in the graph and 2) vertices that may be touched without being spawned. If set (2) is nonempty at the end of the traversal, we report a possible deadlock.

We tested the deadlock detector on a number of example programs with and without deadlocks, including some synthetic, adversarial examples with difficult-to-detect deadlocks, a version of the webserver case study with a subtle deadlock (as well as the original, deadlock-free version), and a motivating example from prior work on dynamic deadlock detection [Cogumbreiro et al. 2017]. Our deadlock detector was correct on all tested examples, where the ground truth was determined by manual inspection of the code. One interesting example is a program that uses a dynamic programming-style algorithm to compute the $8^{th}$ Fibonacci number. The algorithm spawns 8 futures which are placed in global mutable references: future $n$ computes $\text{fib}(n)$ by touching futures $n-1$ and $n-2$. The futures themselves are spawned in parallel in a tree-like, nested-parallel function (the main thread splits into two, each of those threads splits into two, each of those splits into two and each of the 8 resulting threads creates a future and writes it into the array). A slight programming error (e.g., instead touching futures $n-1$ and $n+1$) could result in a deadlock, which our detector successfully reports. On the correct version of the program, the detector correctly reports no deadlock.

7.4 Application: Cost Analysis

The cost of a parallel program is typically reported in terms of its work (the number of vertices in the graph, which corresponds to the total amount of computation) and span (the longest path in the graph, which must be executed sequentially). Work divided by span is often used as a measure of the amount of parallelism in an algorithm. When reporting the parallelism of a program or algorithm, both quantities are generally reported asymptotically in the input size, recognizing that a program can produce a family of graphs of varying sizes depending on the input.

Determining loop bounds and program running time based on program inputs is a complex task and has been the subject of a great deal of research (e.g., [Blazy et al. 2013; Ermedahl et al. 2007; Hofmann and Jost 2003; Li and Malik 1997]), which we do not aim to replicate or improve upon here. We can, however, use graph types to say something about the asymptotic work and span of a graph in terms of the number of loop iterations (the techniques of the above-cited literature can then be used to translate between program inputs and number of loop iterations). Let $W(g)$ and $S(g)$ be the work and span of a graph, respectively. As a simple case, assume a program has a graph type $G$ with a single recursive binding. Let $w(n) = \max\{W(g) \mid g \in \text{Norm}_n(G)\}$ and $s(n) = \max\{S(g) \mid g \in \text{Norm}_n(G)\}$ The work of the program is then $O(w(n))$ and the span is $O(s(n))$, where $n$ is the number of recursive iterations of the program (or, alternatively, the
number of unrollings of the recursive binding of the graph type). The work and span functions can be expanded into multivariate functions for graph types with multiple recursive bindings.

As a proof of concept, we implemented an extension to GML that unrolls the graph of a program various numbers of times and attempts to determine the complexity class (currently just linear, quadratic or exponential) of the work and span in terms of the number of unrollings. This implementation is able to correctly determine, for example:

- Exponential work and linear span for Fibonacci.
- Quadratic work and linear span for the Pipeline example, where the function \( f \) is also linear.
- Quadratic work and span for the accidentally de-parallelized Pipeline example (Figure 18c)

As with the deadlock detector, the ground truth works and spans for the above examples were determined manually (aided by known work and span for well-known algorithms like Fibonacci and parallel Quicksort).

7.5 Application: Fork-Join Transformation

Many parallel applications, such as the web server example of Section 7.2.2, mix fork-join code (e.g., parallel Quicksort) with more complex uses of futures (e.g., the pipelined \texttt{buildcache} function). Many languages, including the input language of GML, provide only futures as a parallelism construct, since it is easier in the early stages of compilation to handle a small number of language constructs, and futures strictly subsume fork-join. However, in work-stealing schedulers, which are common in parallel language runtimes, fork-join code exposes valuable optimizations. It is therefore beneficial for the code actually executed to use a different mechanism for purely fork-join code, such as the \texttt{par} construct of Section 3 (by purely fork-join, we mean that expressions within a \texttt{par} do not make general use of futures, though they may have nested uses of \texttt{par}). We show in this subsection how graph types can be used by a compiler to automatically transform code that uses only futures into code that uses \texttt{par} for purely fork-join parts of the program.

The general idea of the transformation algorithm is as follows. We maintain a stack, called the spine, of futures spawned by the current thread. For each future, we track its sink vertex, the code that the future executes, and the code executed in the current thread since the spawn. If the spawned futures are thought of as forming a tree, each element of the spine contains a branch and the piece of the trunk between that branch and the next. An entry of the spine also indicates if that future contains only fork-join code. The first entry in the spine contains a special entry with just the code in the “trunk” before the first future is spawned. On a touch, if the touched future is at the bottom of the stack (was the last one spawned) \texttt{and} contains only fork-join code, then we are able to make a \texttt{par} out of the code of the future and the trunk. Otherwise, the current spine is not purely fork-join and we reconstruct it into a single trunk and continue. A formalization of this process is available in the supplementary material.

8 DISCUSSION AND FUTURE WORK

Two exciting areas for future work are using graph types to implement static analyses, and enhancing the expressiveness of graph types themselves. This section briefly explores both areas.

Development of Static Analyses. In addition to the proof-of-concept analyses presented in this paper, we believe that many more, and more elegant or efficient, analyses can be developed that operate directly over graph types. The reason is that a central component of many static analyses for parallel programs is extracting a graph; graph types abstract out this information. Thus, we believe graph types provide two major benefits to the development of static analyses: 1) developers of new analyses need not write code to extract graph information from source programs if this information is already available in a graph type, and 2) while this paper discusses graph types
and inference only for an OCaml-like language, these techniques can be applied in many other languages; an analysis that works over graph types rather than source code can then be immediately applied to any language for which graph types are implemented.

The development of our proof-of-concept deadlock and cost analyses can serve as a “recipe” for porting other static analyses to work on graph types or developing other static analyses that work directly on graph types. The basic idea is to formulate (part of) the analysis as a graph problem—for example, deadlock detection is equivalent to determining if there is a cycle in the graph—and then investigate how to solve the graph problem from the graph type. In our deadlock detection case, this involves unrolling the graph type to some extent as some cycles may not be visible in the bare graph type; it remains to be seen whether a deadlock detector can operate directly on the graph type without unrolling. Other questions can be answered simply by reading off the graph type.

One such example not discussed in this paper is race detection. The heart of a race detection algorithm is a may-happen-in-parallel analysis (a race, then, is a write and a read or write to the same location that may happen in parallel). May-happen-in-parallel analyses exist for many languages but are fairly heavyweight to design and implement. Checking if two program points may happen in parallel in a graph type simply involves tracking what vertices in the graph represent the two program points (this shouldn’t require unrolling as the graph type corresponds directly to the source program) and performing a reachability query on the graph (vertices \( u \) and \( v \) may happen in parallel if there is no path from \( u \) to \( v \) or vice-versa).

Limitations and Future Work. While graph types, as presented here, can represent and have been implemented over a large enough subset of OCaml to encode interesting examples, some uses of futures remain out of reach and the graph type system itself can be extended in many interesting ways to support still more general forms of parallelism. As one example, to support recursive data structures (such as lists) containing futures, types would need a way to generate new vertex names (for example, \( \tau \) future list \( \equiv \mu \tau. \text{unit} + \nu u. (\tau \text{ future}[u] \times t) \)). As another, dynamic programming algorithms can be expressed in an elegant way using arrays of futures; to produce graph types for such algorithms in general would require reasoning about array indices in the graph types, using some form of dependent types. We intend to explore such extensions in the future, while also further exploring the power of graph types as presented in this work.

9 RELATED WORK

Graphs and Cost Semantics. The idea of using a graph as an abstract representation of a parallel program goes back to at least the 1960s [Karp and Miller 1966; Rodriguez Bezos 1969]. The work we build on most directly is in the community of cost semantics for parallel programs, in which a dynamic semantics for a parallel language is augmented to track cost information in the form of a graph, often called a cost graph or cost DAG (for Directed Acyclic Graph, as in programs that do not deadlock, the graph will be acyclic). Cost semantics were originally developed to reason about the complexity of sequential algorithms [Rosendahl 1989; Sands 1990]. Our cost semantics notation is most closely based on the work of Blelloch and Greiner [1995, 1996], who were in turn inspired by the work of Hudak and Anderson [1987], which used partially ordered multisets to represent dependencies in much the same way as DAGs. This early work focused on fork-join or nested parallelism and was later extended to handle futures by Spoonhower [2009] using the “left composition” and edge addition operations we also use in our graphs and graph types. While we focus on the work on cost semantics because much of it tends to be more theoretical in nature, papers in other areas have also presented dynamic semantics augmented with some form of graph. For example, Cogumbreiro et al. [2017] present such a semantics in the context of deadlock detection.
In this work, we are primarily interested in control dependencies that arise from the use of fork-join constructs and futures. Other notions of dependency graphs can capture other forms of data and control dependencies (in sequential and parallel or concurrent programs) and can be used for various other program analyses (e.g., [Korel 1987]). Analyzing these dependencies, statically or dynamically, is the main idea behind program slicing [Weiser 1984].

**Static Graph Analysis.** There is little existing work on representing and analyzing computation or dependency graphs for parallel programs. Most of the existing work focuses on coarser-grained parallelism, rather than the fine-grained implicit parallelism provided by fork-join and futures. For example, Chen et al. [2002] developed a static dependency analysis for Ada 95, which includes constructs for coarse-grained parallelism. In a series of papers, Cheng et al. proposed several general graph formalisms for representing a wide variety of control and data dependencies in sequential and parallel programs (e.g., [Cheng 1993]) and developed an automated tool for computing and visualizing these graphs from programs in several languages with coarse-grained parallelism including Ada, C and Pascal [Kasahara et al. 1995]. Their tool even includes analyses built on top of the graph representation, including a deadlock detector. Because of the granularity considered, none of the above work need consider the level of dynamism of the graphs we handle, and none has or needs features similar to ours for compact representation, e.g., recursive and polymorphic graph types: the produced graph is a single, concrete graph.

**Other Graph-Based Analyses.** Although they do not present a formal operational semantics, theoretical models of properties such as priority inversions [Babaoğlu et al. 1993] and data races [Banerjee et al. 2006] have included models that use dependency information in ways similar to a dependency graph. Practical dynamic analyses for, for example, deadlock (e.g. [Cogumbeiro et al. 2018]) and data races (e.g. [Banerjee et al. 2006]) track this dependency information in a variety of ways, such as by using vector clocks [Lamport 1978]. As tracking and analyzing all of the necessary information at runtime can be quite expensive, much work has focused on only tracking some subset of it [Flanagan and Freund 2009; Utterback et al. 2019, 2016; Xu et al. 2020]. Other work on deadlock detection, such as Known Joins (KJ) [Cogumbeiro et al. 2017] and Transitive Joins (TJ) [Voss et al. 2019] has traded precision for overhead by tracking certain dependency patterns that can lead to deadlock. These patterns are easier to track at runtime, leading to low overhead. However, both KJ and TJ disallow many deadlock-free programs, including the dynamic-programming Fibonacci example of Section 7.3, which our analysis correctly reports to be deadlock-free.

In general, dynamic analyses such as these track dependency information for a particular run of a program. Some of them are specific to a particular schedule (that is, they may report that an execution is free of deadlocks or races when another run of the program, with different sets of runtime decisions made by the scheduler would result in a deadlock or race). Even those analyses that are agnostic to the schedule are specific to a particular input and in general cannot declare a program free of deadlocks or races for all inputs in the same way that a static analysis can.

**Other Static Analyses.** Static analyses also exist for many of the discussed features of parallel programs. Because many of these features are fundamentally questions of dependency, these analyses in general perform some static approximation of dependency information, but do not explicitly generate or reason about representations of the full dependency graph in the way that this paper does. For example, many static analyses for deadlocks (e.g., [Boyapati et al. 2002; Engler and Ashcraft 2003]) operate on more explicitly threaded code (e.g., code that uses pthreads with mutexes) and tracks ownership of locks by threads in order to detect cycles. Navabi et al. [2008] develop a static analysis of the dependency structure of programs with futures, in order to ensure consistency with a sequential semantics (that is, the dependency pattern of the program could
arise from a sequential program without futures, a hallmark of reasoning about parallel programs). Nandivada et al. [2013] analyze data dependencies in X10 code to determine whether various optimizations and refactorings are legal; this is similar in nature to our fork-join transformation (in the supplementary material) but the dependency patterns required are less complex, and X10 includes only async-finish parallelism, which is less general than futures.

Hoffmann and Shao [2015] analyze fork-join programs to obtain upper bounds on their work and span in terms of the input sizes. This analysis maintains some information about the structure of the cost graph, but only locally in order to compose the work and span of subgraphs properly. The information maintained is not general enough to handle futures. Static cost analyses like theirs are in many ways complementary to our cost analysis of Section 7.4: their analysis can compute the relationship between loop iterations and input sizes which, together with the dependency information from our analysis, can give the actual work and span bounds for very complex programs.

Our analysis captures a superset of the dependency information tracked by the above analyses, which are each specialized to a particular application. Using our analysis, implementers of new static analyses for parallel programs can simply implement their analyses over the graph type and not need to worry about extracting the necessary dependency information from a source program.

Effect Types, Region Systems and Region Inference. Our graph type system can be considered a form of type and effect system. These systems were originally proposed by Lucassen and Gifford [Gifford and Lucassen 1986; Lucassen 1987] to track imperative side effects that occur during evaluation, and later used by Jouvelot and Gifford [1989] to track control flow. One application of effect systems that was particularly influential on this paper is region type systems, particularly that of Tofte and Talpin [1997]. These systems give a type discipline for region-based memory management, in which allocations are grouped into regions, simplifying memory management. The type system uses effects to track what regions must be live (not deallocated) for certain computations to be meaningful. Like vertices in our graph type system, regions are explicitly named and generated at runtime; several of the technical devices of annotating vertices on spawns (analogous to annotating regions on allocations) and for passing vertices to functions are inspired by Tofte and Talpin’s system. Tofte and Birkedal [1998] proposed the first efficient algorithm for inferring region annotations, and our vertex algorithm is in turn inspired by their inference algorithm. There are several important distinctions between our system and region systems, however. The most notable is that, unlike vertices, regions may be used by multiple allocations; indeed, the region inference algorithm often intentionally combines allocations into the same region. Our affine discipline for vertex names is thus new with respect to region type systems, and our inference algorithm must be more careful to ensure that every future creation is annotated with a unique vertex. We have necessarily omitted details of region-based memory management and the related literature; the interested reader can find more information and additional citations in the excellent survey by Henglein et al. [2005].

10 CONCLUSION

We have presented graph types, a general and expressive notation for representing sets of computation graphs of a parallel program. Our graph type system is able to infer graph types from annotated parallel programs; these annotations need not be added by the programmer but can be inferred by our vertex annotation inference algorithm. We have implemented all of the above for a reasonably expressive subset of OCaml, extended with parallelism primitives, in our tool GML. As demonstrated in several proof-of-concept implementations, graph types show some promise in easing the development and implementation of new static analyses for parallel programs.
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available for spawns: types are fundamentally predictions about the
As we did for graph types, we present rules defining what it means for a type to be well-formed.
Δ
values do not spawn futures (future handles are themselves values, however, and so types must
Figure 19, and primarily require that graphs contained on any arrow are well-formed.
include the vertex names for already-spawned futures). The rules for the judgment are shown in
1. By induction on the derivation of Δ; Ψ ⊢ e : τ | G.
2. By induction on the derivation of Δ, γ : κ′; Ω; Ψ ⊢ G : κ.

• DW:RecPi. Then G = μy′.Πūf;ūt,G′′ and Δ, γ : κ′, γ′ : Πūf;ūt;Φ;Ψ,ūt ⊢ G′′ : *. By
exchange and induction, Δ, γ′ : Πūf;ūt;Φ;Ψ,ūt ⊢ G′′[G′/γ] : *. Apply rule DW:RecPi.

(3) By induction on the derivation of Δ, γ : κ; Ψ ⊢ τ ok.
• T:Fun Then τ = Πūf;ūt,τ1 ⊢ Gτ. By induction, Δ; Ψ ⊢ τ1 [G/γ] ok and Δ; Ψ ⊢ τ2 [G/γ] ok.
By part 2, Δ; ; Ψ ⊢ G′ [G′/γ] : Πūf;ūt;Φ. Apply rule T:Fun.

(4) By induction on the derivation of Γ; Δ, γ : κ; Ω; Ψ ⊢ e : τ | G.
• S:App. By induction,

Γ; Δ; Ω1; Ψ,ū′ ⊢ e1 : Πūf;ūt, τ1 ⊢ Gτ [G′/γ] | G1 [G′/γ]

Fig. 19. Type formation rules.

A TYPE FORMATION
As we did for graph types, we present rules defining what it means for a type to be well-formed.
The judgment is Δ; Ψ ⊢ τ ok. Note that this judgment does not include the affine context of vertices
“available” for spawns: types are fundamentally predictions about the value of an expression, and
values do not spawn futures (future handles are themselves values, however, and so types must
include the vertex names for already-spawned futures). The rules for the judgment are shown in
Figure 19, and primarily require that graphs contained on any arrow are well-formed.

B PROOF OF LEMMA 3
Proof. We show the interesting cases for all parts except (1), which is standard.

(1) By induction on the derivation of Γ, x : τ′; Δ; Ω ; Ψ ⊢ e : τ | G.
(2) By induction on the derivation of Δ, γ : κ′; Ω; Ψ ⊢ G : κ.

• DW:RecPi. Then G = μy′.Πūf;ūt,G′′ and Δ, γ : κ′, γ′ : Πūf;ūt;Φ;Ψ,ūt ⊢ G′′ : *. By
exchange and induction, Δ, γ′ : Πūf;ūt;Φ;Ψ,ūt ⊢ G′′[G′/γ] : *. Apply rule DW:RecPi.

(3) By induction on the derivation of Δ, γ : κ; Ψ ⊢ τ ok.
• T:Fun Then τ = Πūf;ūt,τ1 ⊢ Gτ. By induction, Δ; Ψ ⊢ τ1 [G/γ] ok and Δ; Ψ ⊢ τ2 [G/γ] ok.
By part 2, Δ; ; Ψ ⊢ G′ [G′/γ] : Πūf;ūt;Φ. Apply rule T:Fun.

(4) By induction on the derivation of Γ; Δ, γ : κ; Ω; Ψ ⊢ e : τ | G.
• S:App. By induction,

Γ; Δ; Ω1; Ψ,ū′ ⊢ e1 : Πūf;ūt, τ1 ⊢ Gτ [G′/γ] | G1 [G′/γ]

and
\[
\Gamma; \Delta; \Omega; \Psi, \bar{u}_t \vdash e_2 : \tau_1[\bar{u}_t'/\bar{u}_t] [G'/y] \mid G_2 [G'/y]
\]

We have
\[
\Pi \bar{u}_f ; \bar{u}_t . \tau_1 \xrightarrow{G_3} \tau_2 [G'/y] = \Pi \bar{u}_f ; \bar{u}_t . \tau_1 [G'/y] \xrightarrow{G_3 [G'/y]} \tau_2 [G'/y]
\]
and \(\tau_2 [G'/y][\bar{u}_t'/\bar{u}_t] = \tau_2 [\bar{u}_t'/\bar{u}_t] [G'/y]\). We have
\[
\text{unroll}(G_3 [G'/y]) [\bar{u}_t'/\bar{u}_t] = \text{unroll}(G_3) [\bar{u}_t'/\bar{u}_t] [G'/y]
\]

Apply rule S:APP.

(5) By induction on the derivation of \(\Delta; \Omega; \Psi, \bar{u}_t \vdash \tau \mid G\).

- DW:Pt. Then \(G = \Pi \bar{u}_f'/\bar{u}_t' ; G'\) and \(\Delta; \Omega, \bar{u}_f', \bar{u}_t' ; \Psi, \bar{u}_t, \bar{u}_t' + G' \vdash \tau\). Without loss of generality, assume that \(\bar{u}_t'\) is disjoint from both \(\bar{u}_t\) and \(\bar{u}_t'\) and that \(\bar{u}_t''\) is disjoint from both \(\bar{u}_t\) and \(\bar{u}_t'\).

By induction, \(\Delta; \Omega, \bar{u}_f', \bar{u}_t' ; \Psi, \bar{u}_t, \bar{u}_t' + G[\bar{u}_f'/\bar{u}_t'] [\bar{u}_t'/\bar{u}_t] \vdash \tau\). Apply rule DW:Pt.

- DW:APP. Then \(\tau = \Pi[\bar{u}_f'/\bar{u}_t']\) and \(\Delta; \Omega, \bar{u}_f', \bar{u}_t', \bar{u}_t'' + G'\). Without loss of generality, assume \(\bar{u}_t''\) is disjoint from \(\bar{u}_t\) and \(\bar{u}_t'\). By induction, \(\Delta; \Omega, \bar{u}_f', \bar{u}_t', \Psi, \bar{u}_t, \bar{u}_t'' + G'[\bar{u}_f'/\bar{u}_t'], \bar{u}_t'' \vdash \tau\). By part 5, \(\Delta; \Psi, \bar{u}_t, \bar{u}_t'' + \tau_2[\bar{u}_t'/\bar{u}_t]\) ok. By part 5, \(\Delta; \Psi, \bar{u}_t, \bar{u}_t'' + \tau_2[\bar{u}_t'/\bar{u}_t]\) ok. Apply rule T:Fun.

(6) By induction on the derivation of \(\Gamma; \Delta; \Omega, \Psi, \bar{u}_t \vdash \tau \mid G\).

- S:Fun. Then \(e = \text{fun}[\bar{u}_f, \bar{u}_t] \mid f x = e'\) and
\[
\Gamma, f : \Pi \bar{u}_f'/\bar{u}_t'. \tau_1 \xrightarrow{\tau_2} \text{fun}[\bar{u}_f'; \bar{u}_t'] \mid \text{fun}[\bar{u}_f'/\bar{u}_t'] \mid \text{fun}[\bar{u}_f'/\bar{u}_t'] \mid \bar{u}_t + G' \mid f x = e'\]
\[
\text{and } \Gamma; \Delta; \Psi, \bar{u}_t', \bar{u}_t'' \vdash \tau_1\text{ ok and } \Delta; \Psi, \bar{u}_t, \bar{u}_t'' + \tau_2\text{ ok. Without loss of generality, assume } \bar{u}_t'' \text{ is disjoint from both } \bar{u}_f \text{ and } \bar{u}_f' \text{ and that } \bar{u}_t'' \text{ is disjoint from both } \bar{u}_t \text{ and } \bar{u}_t'. \text{ We have }
\]
\[
e[\bar{u}_f'/\bar{u}_t'] [\bar{u}_t'/\bar{u}_t] = \text{fun}[\bar{u}_f'/\bar{u}_t'] \mid \text{fun}[\bar{u}_f'/\bar{u}_t'] \mid \text{fun}[\bar{u}_f'/\bar{u}_t'] \mid \bar{u}_t + G' [\bar{u}_t'/\bar{u}_t].
\]
\[
\text{By induction, } \Gamma, f : \Pi \bar{u}_f', \bar{u}_t', \bar{u}_t'' \vdash \tau_1 \mid f x = e'[\bar{u}_f'/\bar{u}_t']. \text{ By part 6, } \Delta; \Psi, \bar{u}_t, \bar{u}_t'' + \tau_2[\bar{u}_t'/\bar{u}_t] \text{ ok. We have } \tau[\bar{u}_t'/\bar{u}_t] = \Pi \bar{u}_f', \bar{u}_t', \tau_1[\bar{u}_t'/\bar{u}_t] \xrightarrow{\mu\gamma}[\bar{u}_f'/\bar{u}_t'] = \tau_1[\bar{u}_t'/\bar{u}_t]. \text{ Apply rule S:Fun.}
\]

- S:APP. Then \(e = e_1 [\bar{u}_t'/\bar{u}_t'] \mid e_2 \) and \(\tau = \tau_2[\bar{u}_t''/\bar{u}_t']\) and
\[
\Gamma; \Delta; \Omega, \bar{u}_f; \bar{u}_t' ; e_1 \cdot \Pi \bar{u}_f'/\bar{u}_t'' \cdot \tau_1 \xrightarrow{G_3} \tau_2 \mid G_1
\]

and
\[
\Gamma; \Delta; \Omega, \bar{u}_f; \bar{u}_t' ; e_2 \cdot \tau_1[\bar{u}_t''/\bar{u}_t'] \mid G_2
\]
where \(\bar{u}_f' = \bar{u}_f, \bar{u}_f'\), and \(\bar{u}_f''\) be the equivalent projections of \(\bar{u}_f'\). Without loss of generality, assume that \(\bar{u}_t''\) is disjoint from both \(\bar{u}_t\) and \(\bar{u}_t'\) and that \(\bar{u}_t''\) is disjoint from both \(\bar{u}_t\) and \(\bar{u}_t'\). By induction,
\[
\Gamma; \Delta; \Omega, \bar{u}_f; \bar{u}_t' ; e_1 [\bar{u}_f'/\bar{u}_f] [\bar{u}_t'/\bar{u}_t] : \Pi \bar{u}_f'/\bar{u}_t'' \cdot \tau_1[\bar{u}_t'/\bar{u}_t] \xrightarrow{G_3[\bar{u}_t'/\bar{u}_t]} \tau_2[\bar{u}_t'/\bar{u}_t] \mid G_1[\bar{u}_f'/\bar{u}_f][\bar{u}_t'/\bar{u}_t]
\]
and

\[ \Gamma; \Delta; \Omega; \bar{u}_f; \Psi, \bar{u}_t, \bar{u}_t' + e_2[\bar{u}_f'/\bar{u}_f]; [\bar{u}_t'/\bar{u}_t] : \tau_1[\bar{u}_t''/\bar{u}_t'] [\bar{u}_t'/\bar{u}_t] | G_2[\bar{u}_f'/\bar{u}_f]; [\bar{u}_t'/\bar{u}_t] \]

We have \( \tau_1[\bar{u}_t''/\bar{u}_t'] [\bar{u}_t'/\bar{u}_t] = \tau_2[\bar{u}_t'/\bar{u}_t] [\bar{u}_t''/\bar{u}_t''] \) and

\[ e[\bar{u}_t'/\bar{u}_t] = (e_1[\bar{u}_f'/\bar{u}_f]) [\bar{u}_t'/\bar{u}_t]) [\bar{u}_t''/\bar{u}_t'] e_2[\bar{u}_f'/\bar{u}_f]; [\bar{u}_t'/\bar{u}_t] \]

where \( \bar{u}_t'' = \bar{u}_t''/[\bar{u}_f'/\bar{u}_f] \). We have

\[ \begin{align*}
G[\bar{u}_t'/\bar{u}_f][\bar{u}_t'/\bar{u}_f] \\
= G_1[\bar{u}_f'/\bar{u}_f] [\bar{u}_t'/\bar{u}_f] \oplus G_2[\bar{u}_f'/\bar{u}_f]; [\bar{u}_t'/\bar{u}_f] \oplus (\text{unroll}(G_3)[\bar{u}_t''/\bar{u}_t'']) [\bar{u}_t'/\bar{u}_f]
\end{align*} \]

Apply rule S:App.

- S:New. Then \( e = \text{new u.e}' \) and \( \Gamma; \Delta; \Omega; \bar{u}_f, u; \Psi, \bar{u}_t, u + e : \tau | G' \) where \( G = vu.G' \) and \( u \not\in \text{FV}(\tau) \) and \( u \not\in \Omega, \bar{u}_f, \Psi, \bar{u}_t \). Without loss of generality, assume \( u \not\in \bar{u}_f', \bar{u}_t' \). We have \( e[\bar{u}_f'/\bar{u}_f][\bar{u}_t'/\bar{u}_t] = \text{new u.e}'[\bar{u}_f'/\bar{u}_f][\bar{u}_t'/\bar{u}_t] \) and \( G[\bar{u}_f'/\bar{u}_f]; [\bar{u}_t'/\bar{u}_t] = vu.e'[\bar{u}_f'/\bar{u}_f][\bar{u}_t'/\bar{u}_t] \).

By induction, \( \Gamma; \Delta; \Omega; \bar{u}_f', u; \Psi, \bar{u}_t, u + e'[\bar{u}_f'/\bar{u}_f]; [\bar{u}_t'/\bar{u}_t] : \tau[\bar{u}_f'/\bar{u}_f]; [\bar{u}_t'/\bar{u}_t] | G[\bar{u}_f'/\bar{u}_f]; [\bar{u}_t'/\bar{u}_t] \). 

\( \square \)

C PROOF OF LEMMA 4

**Proof.** By induction on the derivation of \( \Gamma; \Delta; \Omega; \Psi + e : \tau | G \).

We prove some representative cases.

- S:FUN. Then \( \Delta; \Psi, \bar{u}_t + \tau_1 \) and \( \Delta; \Psi, \bar{u}_t + \tau_2 \) and \( \Gamma, f : \Pi \bar{u}_f; \bar{u}_f, \tau_1 \xrightarrow{\text{y}} \tau_2, x : \tau_1; \Delta, \Psi : \Pi \bar{u}_f; \bar{u}_t, \Psi, \bar{u}_t + e : \tau | G \). By induction, \( \Delta, \Psi : \Pi \bar{u}_f; \bar{u}_t, \kappa; \bar{u}_f, \Psi, \bar{u}_t + G : \ast \). By rule D:WRec�, \( \Delta; \Psi + \mu y. \Pi \bar{u}_f; \bar{u}_t, G : \Pi \bar{u}_f; \bar{u}_t, \ast \). Apply rule T:FUn.

- S:APP. Then \( \Gamma; \Delta; \Omega; \Psi, \bar{u}_t + e_1 : \Pi \bar{u}_f; \bar{u}_f, \tau_1 \xrightarrow{G_1} \tau_2 | G_1 \) and \( \Gamma; \Delta; \Omega; \Psi, \bar{u}_t + e_2 : \tau_1 | G_2 \).

By induction, \( \Delta; \Psi, \bar{u}_t + \Pi \bar{u}_f; \bar{u}_f, \tau_1 \xrightarrow{G_1} \tau_2 \) and \( \Delta; \Omega; \Psi, \bar{u}_t + G_1 : \ast \) and \( \Delta; \Psi, \bar{u}_t + \tau_1 \) ok and \( \Delta; \Omega; \Psi, \bar{u}_t + G_2 : \ast \). By inversion on T:FUn, \( \Delta; \Psi, \bar{u}_t + \tau_2 \) ok and \( \Delta; \Psi, \bar{u}_t \). By rule D:App, \( \Delta; \Psi, \bar{u}_t ; \Psi + \text{unroll}(G_3)[\bar{u}_t'/\bar{u}_t] : \ast \). Apply D:WSeq.

- S:CASE. Then \( \Gamma; \Delta; \Omega; \Psi + e_1 : \tau_1 + \tau_2 | G_1 \) and \( \Gamma, x : \tau_1; \Delta; \Omega; \Psi + e_2 : \tau' | G_2 \) and \( \Gamma, y : \tau_2; \Delta; \Omega; \Psi + e_3 : \tau' | G_3 \). By induction, \( \Delta; \Omega; \Psi + G_1 : \ast \) and \( \Delta; \Psi + \tau' \) ok and \( \Delta; \Omega; \Psi + G_2 : \ast \) and \( \Delta; \Omega; \Psi + G_3 : \ast \). By D:WOOr, \( \Delta; \Omega; \Psi + G_2 \lor G_3 : \ast \). Apply D:WSeq.

- S:FUTURE. Then \( \Gamma; \Delta; \Omega; \Psi + e : \tau | G \). By induction, \( \Delta; \Psi + \tau \) ok and \( \Delta; \Omega; \Psi + G : \ast \). By T:Fut, \( \Delta; \Psi, u + \tau \) future[u] ok. By D:SWpaw, \( \Delta; \Omega, u; \Psi, u + G \lor \ast \).

- S:TOUCH. Then \( \Gamma; \Delta; \Omega; \Psi, u + e : \tau \) future[u] | G. By induction, \( \Delta; \Psi, u + \tau \) future[u] ok and \( \Delta; \Omega; \Psi, u + G : \ast \). By inversion on T:Fut, \( \Delta; \Psi, u + \tau \) ok. By D:WTOUCH, \( \Delta; \Omega; \Psi, u + \tau \). Apply D:WSeq.

- S:NEWF. Then \( \Gamma; \Delta; \Omega; u; \Psi, u + e : \tau \) and \( G \) and \( u \not\in \text{FV}(\tau) \). By induction, \( \Delta; \Psi, u + \tau \) ok, so \( \Delta; \Psi + \tau \) ok and \( \Delta; \Omega; u; \Psi, u + G : \ast \). Apply D:WNEW.

\( \square \)

D PROOF OF THEOREM 3

**Proof.** By induction on the derivation of \( e \downarrow v | G \).

- C:APP. Then \( e = e_1[\bar{u}_f'/\bar{u}_f] e_2 \) and \( e_1 \downarrow \text{fun}[\bar{u}_f'/\bar{u}_f] \) \( f x = e_0 \div g_1 \) and \( e_2 \downarrow v | g_2 \) and

\[ e_0[\bar{u}_f'/\bar{u}_f][\bar{u}_t'/\bar{u}_t][v/x][\text{fun}[\bar{u}_f'/\bar{u}_f] \ f x = e_0/f] \ \downarrow v' | g_3 \]

By inversion on S:App, \( \cdot ; \cdot ; \Omega_1; \Psi \vdash e_1 : \Pi \bar{u}_f; \bar{u}_t, \tau_1 \xrightarrow{G_1} \tau_2 \mid G_1 \) and \( \cdot ; \cdot ; \Omega_2; \Psi \vdash e_2 : \tau_1 \mid G_2 \) where \( \Omega = \Omega_1, \Omega_2, \bar{u}_f \).

By induction, \( \cdot ; \cdot ; \Omega_1; \Psi \vdash \text{fun}[\bar{u}_f; \bar{u}_t] \ f \ x = e_0 : \Pi \bar{u}_f; \bar{u}_t, \tau_1 \xrightarrow{G_1} \tau_2 \mid \bullet \) and \( \cdot ; \cdot ; \Omega_2; \Psi \vdash v : \tau_1 \mid \bullet \) and \( g_1 \in \text{Norm}_{n_1}(G_1) \) and \( g_2 \in \text{Norm}_{n_2}(G_2) \).

By inversion on S:Fun, \( f : \Pi \bar{u}_f; \bar{u}_t, \tau_1 \xrightarrow{G_1} \tau_2, x : \tau_1; y : \Pi \bar{u}_f; \bar{u}_t; \star \bar{u}_f; \Psi, \bar{u}_t \vdash e_0 : \tau_2 \mid G \) and \( G_3 = \mu \Psi. \Pi \bar{u}_f; \bar{u}_t. G \). By Lemma 3,

\[ \cdot ; \cdot ; \bar{u}_f; \Psi, \bar{u}_t + e_0[\bar{u}_f/\bar{u}_r][\bar{u}_r/\bar{u}_r][v/x][\text{fun}[\bar{u}_f; \bar{u}_t] \ f \ x = e_0/f] : \tau_2[\bar{u}_r/\bar{u}_r] \mid G[\Pi \bar{u}_f; \bar{u}_t; G/\gamma][\bar{u}_r/\bar{u}_r][\bar{u}_r/\bar{u}_r] \]

By induction, \( \cdot ; \cdot ; \bar{u}_f; \Psi, \bar{u}_t + u : \tau_2[\bar{u}_r/\bar{u}_r] \mid \bullet \) and \( g_3 \in \text{Norm}_{n_3}(G[\Pi \bar{u}_f; \bar{u}_t; G/\gamma][\bar{u}_r/\bar{u}_r][\bar{u}_r/\bar{u}_r]) \).

By Lemma 1, we have

\[ g_1 \odot g_2 \odot g_3 \in \text{Norm}_{\max(n_1,n_2,n_3)}(G_1 \odot G_2 \odot G[\Pi \bar{u}_f; \bar{u}_t; G/\gamma][\bar{u}_r/\bar{u}_r][\bar{u}_r/\bar{u}_r]) \]

\[ = \text{Norm}_{\max(n_1,n_2,n_3)}(G_1 \odot G_2 \odot \text{unroll}(G_3)[\bar{u}_r/\bar{u}_r]) \]

- C:PAIR. Then \( e = (e_1, e_2) \) and \( v = (v_1, v_2) \) and \( g = g_1 \odot g_2 \) and \( e_1 \Downarrow v_1 \mid g_1 \) and \( e_2 \Downarrow v_2 \mid g_2 \).

By inversion on S:PAIR, \( \cdot ; \cdot ; \Omega_1; \Psi \vdash e_1 : \tau_1 \mid G_1 \) and \( \cdot ; \cdot ; \Omega_2; \Psi \vdash e_2 : \tau_2 \mid G_2 \) and \( \tau = \tau_1 \times \tau_2 \) and \( G = G_1 \odot G_2 \). By induction, \( \cdot ; \cdot ; \Omega_1; \Psi \vdash v_1 : \tau_1 \mid \bullet \) and \( \cdot ; \cdot ; \Omega_2; \Psi \vdash v_2 : \tau_2 \mid \bullet \) and \( g_1 \in \text{Norm}_{n_1}(G_1) \) and \( g_2 \in \text{Norm}_{n_2}(G_2) \). By rule S:PAIR, we have \( \cdot ; \cdot ; \Omega_1; \Psi \vdash e : \tau \mid \bullet \). By Lemma 1, we have \( g \in \text{Norm}_{\max(n_1,n_2)}(G) \).

- C:CASEL. Then \( e = \text{case } e_1 \{ x : e_2; y : e_3 \} \) and \( g = g_1 \odot g_2 \) and \( e_1 \Downarrow \text{inl } v' \mid g_1 \) and \( e_2[v'/x] \Downarrow v \mid g_2 \).

By inversion on S:CASE, \( \cdot ; \cdot ; \Omega_1; \Psi \vdash e_1 : \tau_1 + \tau_2 \mid G_1 \) and \( x : \tau_1; \cdot ; \cdot ; \Omega_2; \Psi \vdash e_2 : \tau \mid G_2 \) and \( G = G_1 \odot G_2 \). By induction, \( \cdot ; \cdot ; \Omega_1; \Psi \vdash \text{inl } v' : \tau_1 + \tau_2 \mid \bullet \) and \( g_1 \in \text{Norm}_{n_1}(G_1) \).

By inversion on S:INL, \( \cdot ; \cdot ; \Omega_1; \Psi \vdash v' : \tau_1 \mid \bullet \). By Lemma 3, \( \cdot ; \cdot ; \Omega_2; \Psi \vdash e_2[v'/x] : \tau \mid G_2 \). By induction, and \( \cdot ; \cdot ; \Omega_2; \Psi \vdash v : \tau \mid \bullet \) and \( g_2 \in \text{Norm}_{n_2}(G_2) \). By Lemma 1, \( g \in \text{Norm}_{\max(n_1,n_2)}(G) \).

- C:FUTURE. Then \( e = \text{future}[u] \ e' \) and \( g = g' \odot u \backslash \) and \( e' \Downarrow v \mid g' \). By inversion on S:FUTURE, we have \( \cdot ; \cdot ; \Omega'_1; \Psi \vdash e' : \tau \mid G' \) where \( \Omega = \Omega_1, u \) and \( G = G'/u \). By induction, \( \cdot ; \cdot ; \Omega'_1; \Psi \vdash v : \tau \mid \bullet \) and \( g' \in \text{Norm}_n(G') \). By the definition of normalization, we have \( u \backslash \in \text{Norm}_{n}(G') \).

- C:TOUCH. Then \( e = \text{touch } e' \) and \( g = g' \odot u \backslash \) and \( e' \Downarrow \text{future}[u] \ v \mid g' \). By inversion on S:TOUCH, \( \cdot ; \cdot ; \Omega; \Psi \vdash e' : \tau \text{ future}[u] \mid G' \) where \( G = G' \odot u \backslash \). By induction, \( \cdot ; \cdot ; \Omega; \Psi \vdash v : \tau \mid \bullet \) and \( g' \in \text{Norm}_n(G') \). By the definition of normalization, we have \( u \backslash \in \text{Norm}_{n}(G') \), so by Lemma 1, \( g \in \text{Norm}_n(G) \).

- C:NEW. Then \( e = \text{new } u.e' \) and \( g = g' \odot [u'/u] \) and \( e \Downarrow v \mid g' \). By inversion on S:NEW, \( \cdot ; \cdot ; \Omega, u; \Psi, u \vdash e : \tau \mid G' \) and \( u \notin \text{FV}(\tau) \) and \( G = vu'G' \). By induction, \( \cdot ; \cdot ; \Omega, u; \Psi, u \vdash v : \tau \mid \bullet \) and \( g' \in \text{Norm}_n(G') \). We have \( \text{Norm}_n(G) = \text{Norm}_n(G'[u'/u]) \). By Lemma 1, \( g \in \text{Norm}_n(G) \).

□

E LIMITATIONS OF THE INFERENCE ALGORITHM

The only major limitation we are aware of on the programs for which our algorithm can infer annotations is the one mentioned above: if variable (e.g., a function argument) \( f \) has function type, its inferred type when applied will be \( \Pi \Omega; \bar{u}_t, \tau_1 \xrightarrow{G_1} \tau_2 \), where \( \bar{u}_t \) is the set of vertices currently known to be free in the argument. For example, in Figure 20a, the function \( \text{mytouch} \) will not be assigned a \( \Pi \) type because its argument \( \text{ft} \) would not yet have been given a future type. This will result in a type error as written, but can easily be fixed with one type annotation (Figure 20b). Inferring \( \emptyset \) as the vertices spawned by the function is a more fundamental (and necessary) limitation. For example, in Figure 20c, \( \text{myspawn} \) takes a function and returns a future, but there is no way to know locally whether it spawns and returns a future that runs the function, returns an already-spawned future it has captured, spawns two futures and returns one depending on the result of the function, etc.
Fig. 20. Programs with functional arguments that accept or return futures.

Therefore, there is very little we can algorithmically infer about function-type variables that return futures (either about the annotated return type or the function’s graph type). Fortunately, in our experience, this situation rarely occurs in realistic programs.

F FORMALIZATION OF FORK-JOIN TRANSFORMATION

The transformation algorithm is defined formally in Figure 21 using the judgment \( \Gamma; S \vdash \epsilon \leadsto_\rightarrow (\epsilon) \) meaning that, under context \( \Gamma \) and spine \( S \), the code \( \epsilon \) transforms into the code \( \epsilon' \). If \( \epsilon \leadsto_\rightarrow (\epsilon) = \epsilon \leadsto_\rightarrow (\epsilon') \), then the code is purely fork-join (this fact is used when spawning a new future to know whether the code of the future is purely fork-join). Rules \( P:EndPure \) and \( P:EndNotPure \) apply when we have reached the end of the code; they reconstruct the spine into a piece of code that is marked as pure if and only if the spine is empty (that is, if there are no outstanding futures that were not fork-join). Rules \( P:TouchPar \) applies when we can create a \( \texttt{par} \): the newly created \( \texttt{par} \) is added to the spine when we recursively process the rest of the code. If the touch does not target the last future spawned or that future is not purely fork-join, \( P:TouchNotPar \) reconstructs the spine into a piece of code that is passed as the new spine when we recursively process the rest of the code. Regardless of whether the rest of the code is purely fork-join, \( P:TouchNotPar \) marks the output as not pure. Finally, rule \( P:Future \) adds a newly spawned future to the spine. The rule recursively transforms the code in the future before adding it to the spine; if the code in the future is purely fork-join, it is added as a pure spine entry.

The “Reconstruct” and “MkPar” operations are also defined in Figure 21. The operation \( \texttt{Reconstruct}(S) \) traverses the spine \( S \), turning the entries back into the code that spawns the futures, intermixed with the code along the “trunk”. The operation \( \texttt{MkPar}(\epsilon_1, \epsilon_2, x) \) makes a \( \texttt{par} \) out of a future and a piece of the trunk, where \( x \) is the variable that received the value of the future. After making the actual \( \texttt{par} \), \( x \) should get the left component of the resulting pair; the other component goes into a fresh temporary variable \( t_1 \). The right component of the \( \texttt{par} \) needs to return any variables defined in the trunk \( \epsilon_2 \), as these could be used in the future. These are collected into a tuple, returned into \( t_1 \); this temporary variable is then deconstructed using the original variable names, thus leaving those variables bound to the expected value in the continuation of the trunk.
\( \Gamma; _{-} \rightarrow (\_ , \varepsilon) \vdash (x, e, \tau) :: [] \rightarrow _{-} \rightarrow (\_ , e :: (x, e, \tau) :: []) \)

\( S \neq _{-} \rightarrow (\_ , \cdot) \)
\( \Gamma; S \vdash (x, e, \tau) :: [] \rightarrow _{-} \rightarrow (\_ , \text{Reconstruct}(S) :: (x, e, \tau) :: []) \)

\( \Gamma; u', x_2 \triangleright (e_3, \text{MkPar}(e_1, e_2, y) :: e_4) :: S \vdash e \rightarrow _{-} \rightarrow (\_ , e') \quad \Gamma(x) = u \text{ future}[\tau] \)
\( \Gamma; u, x_1 \triangleright (e_1, e_2) :: u', x_2 \triangleright (e_3, e_4) :: S \vdash (y, \text{touch } x, \tau) :: e \rightarrow _{-} \rightarrow (\_ , e') \)

\( \Gamma; _{-} \rightarrow (\_ , \text{Reconstruct}(u, x_2 \triangleright (e_1, (y, \text{touch } x, \tau)e_2 :: S)) \vdash e \rightarrow _{-} \rightarrow (\_ , e') \quad \Gamma(x) = u' \text{ future}[\tau'] \)
\( \Gamma; u, x_1 \triangleright (e_1, e_2) :: S \vdash (y, \text{touch } x, \tau) :: e \rightarrow _{-} \rightarrow (\_ , e') \)

\( \Gamma; _{-} \rightarrow (\_ , [] ) \vdash e_1 \rightarrow _{-} \rightarrow (\_ , e'_1) \quad \Gamma; u, x \triangleright (e'_1, [], ) :: S \vdash e_2 \rightarrow _{-} \rightarrow (\_ , e') \)
\( \Gamma; S \vdash (x, \text{future}[u] e_1, \tau) :: e_2 \rightarrow _{-} \rightarrow (\_ , e') \)

\[ \text{Reconstruct}(\_ , \rightarrow (\_ , \varepsilon)) = \rightarrow (\_ , \varepsilon) \]

\[ \text{Reconstruct}(S) = \rightarrow (\_ , \varepsilon) \]

\[ \text{Reconstruct}(u, x \triangleright (e_1, e_2) :: S) = \rightarrow (\_ , (x, \text{future}[u] e_1, :: e_2 :: e)) \]

\[ \text{FV}(e_2) = (x_1, \ldots, x_n) \quad t_1 \]

\[ \text{MkPar}(e_1, e_2, y) = ((y, t_1), \text{par}(e_1, t_2 :: (x_1, \ldots, x_n))) :: ((x_1, \ldots, x_n), t_1) :: [] \]

Fig. 21. Selected rules for transforming fork-join code into \textit{pars}. 