
Data Flow Lifecycles for Optimizing Workflow Coordination
Hyungro Lee

Pacific Northwest National Laboratory
Richland, Washington, USA
hyungro.lee@pnnl.gov

Luanzheng Guo
Pacific Northwest National Laboratory

Richland, Washington, USA
lenny.guo@pnnl.gov

Meng Tang
Illinois Institute of Technology

Chicago, Illinois, USA
mtang11@hawk.iit.edu

Jesun Firoz
Pacific Northwest National Laboratory

Seattle, Washington, USA
jesun.firoz@pnnl.gov

Nathan R. Tallent
Pacific Northwest National Laboratory

Richland, Washington, USA
tallent@pnnl.gov

Anthony Kougkas
Illinois Institute of Technology

Chicago, Illinois, USA
akougkas@iit.edu

Xian-He Sun
Illinois Institute of Technology

Chicago, Illinois, USA
sun@iit.edu

ABSTRACT
A critical performance challenge in distributed scientific workflows
is coordinating tasks and data flows on distributed resources. To
guide these decisions, this paper introduces data flow lifecycle anal-
ysis. Workflows are commonly represented using directed acyclic
graphs (DAGs). Data flow lifecycles (DFL) enrich task DAGs with
data objects and properties that describe data flow and how tasks
interact with that flow. Lifecycles enable analysis from several
important perspectives: task, data, and data flow. We describe rep-
resentation, measurement, analysis, visualization, and opportunity
identification for DFLs. Our measurement is both distributed and
scalable, using space that is constant per data file. We use lifecycles
and opportunity analysis to reason about improved task placement
and reduced data movement for five scientific workflows with dif-
ferent characteristics. Case studies show improvements of 15×, 1.9×,
and 10–30×. Our work is implemented in the DataLife tool.

CCS CONCEPTS
• General and reference → Performance; Measurement; Met-
rics; • Information systems→ Information lifecycle manage-
ment; Distributed storage; Hierarchical storage management.
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distributed workflows, performance analysis, data flow lifecycles,
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1 INTRODUCTION
Scientific exploration is increasingly distributed and storage inten-
sive. To focus on exploration rather than application development,
domain scientists emphasize productivity and flexibility by creat-
ing converged workflows that compose applications with different
characteristics — e.g., numerical solvers, data analytics, and ma-
chine learning (ML) — using storage (I/O) [15]. With large datasets
and distributed data sources, the primary performance challenge
of workflows is managing data accesses and flows on distributed
resources [15, 28, 48, 49].

Many of these bottlenecks can be removed with better workflow
coordination, including resource selection, task assignment, and
data placement. To guide these decisions, this paper introduces
data flow lifecycle analysis. Workflows are commonly represented
using task DAGs, or directed acyclic graphs where vertices are
tasks and edges show ordering dependencies [9, 13, 23, 50, 54, 59,
65]. Data flow lifecycles (DFL) enrich task DAGs with data objects
and properties that describe data flow—accesses, reuse, volumes,
footprints, and rates—and how tasks interact with that flow. DFL
graphs enable analysis from several perspectives: task, data, and
data flow. Each is important for identifying potential bottlenecks
and opportunities. The lifecycle graphs can be formed from either
static or dynamic workflow analysis.

Understanding DFLs can identify and suggest performance im-
provement opportunities that task DAGs cannot. For example, our
analysis identifies the following: (1) large data volumes; mismatched
data rates; (2) data non-use, or when data is unused by consumers;
(3) intra-task spatial-temporal locality; (4) inter-task data locality,
or when data is used by multiple tasks (5) critical and non-critical
data flows (6) trade-off between task and data parallelism.Table 1
gives a more complete list.

The opportunities identified from the DFL graphs inform re-
mediation strategies. They can include intelligent task and data
placement that pair tasks and flow resources, distributed caching
to reduce unnecessary movement, anticipatory data movement to
avoid stalling, and write buffering to move flow off the critical path.
Often a single strategy applies to multiple opportunities; and some
strategies may be easier to enact than others.
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Figure 1: Workflow data flow lifecycles (DFL) (a) capture data flow as a graph, where flow between tasks (red) and data (blue) is
left-to-right. Automated DFL analysis identifies remediation opportunities (b) using DFL caterpillar trees, a generalization of
critical path, and (c) ranks them by importance. (d) DFL analysis uses novel notions of caterpillar trees, including one showing
a path’s data branches and task joins.

Although data flow analysis is a well known technique for pro-
gram compilation and execution [55, 58, 74], there have been few
applications to workflows. Data flow analysis is based on static
program analysis and may include dynamic disambiguation. The
methodology cannot easily be applied to workflows because of dif-
ferent programming models, data accesses across different abstrac-
tion layers (memory vs. storage vs. network), and input-dependent
behavior. Recent work has recognized that workflow DAGs can be
enriched with data nodes to improve scheduling [21]. However, it
assumes a single and uniform set of data accesses. Our work gen-
eralizes the DAG representation to dynamic flow and introduces
several lifecycle relations (patterns) and properties (including data
reuse, rates, volumes, footprints, parallelism).

This paper overviews our approach (§2); describes distributed
measurement (§3); defines lifecycle representation, properties, and
entities (§4); and presents automated analysis that highlights promis-
ing opportunities for performance improvement (§5). Our work is
implemented in the DataLife tool [44]. We evaluate (§6) our ap-
proach and tools on five different workflows. We show how to use
our opportunity analysis to reason about converting a workflow
pipeline designed for throughput into one targeting response times.
Increasingly, optimizing for response time is important because
it enables the real-time decisions needed for instrument control,
experimental feedback, and automating scientific discovery. Our
three case studies demonstrate execution time improvements of
15×, 1.9×, and 10–30×.

Our contributions are as follows:
• Definition, measurement, visualization, and analysis of data
flow lifecycle graphs for distributed scientific workflows.

• Scalable monitoring to capture components of data flow life-
cycles, where the size of DFL measurements is proportional
only to task-file instances and is constant per data file.

• Methods to construct, analyze, and identify opportunities for
improving workflow recomposition, task assignment, and data
flow. The methods are efficient, i.e., linear in edges and vertices.

• Evaluation of data flow lifecycles with contrasting workflows
and use cases that demonstrate workflow performance im-
provement of 15×, 1.9×, and 10–30×.

2 OVERVIEW
Data flow lifecycles (DFL) enrich task DAGs with vertices, edges,
and properties that describe data flow and how tasks and data
objects interact with that flow. The result takes the form a DFL
DAG (DFL-DAG), which can be generalized as graph (DFL-G) if, e.g.,

some task nodes are merged. Although a DFL-DAG can be formed
from either static or dynamic analysis, our approach focuses on
the latter to capture execution properties and precise dependencies.
With our approach, the DFL-DAG’s structure is independent of
execution, coordination framework, and resource assignment, as
long as multiple workflow executions of the same input have the
same DAG. An overview of our approach is depicted in Fig. 1. Our
work is implemented in the DataLife tool [44].

The first step of DFL analysis is collecting the information needed
for DFL graphs. Our method uses runtime measurement to capture
data flow characteristics. For this paper, a data object is a file. To
avoid the enormous space required by I/O traces, we use distributed
and scalable monitoring such that DFL information is proportional
only to task-file instances because it is constant per data file.

The next step is forming aDFL graph. To represent an execution’s
forward flow, we use a DFL DAG (DFL-DAG), which is acyclic.
Figure 1a shows an example DFL-DAG. Tasks and data objects are
vertices; directed edges show data flow. Graph vertices and edges
are annotated have properties that represent execution and flow,
including data accesses, reuse, volumes, footprints, and rates.

To visualize lifecycle graphs, we use Sankey diagrams [5, 40]
(Fig. 1a). These diagrams indicate execution and flow properties
using scaled vertices and edges.

It can also be useful to aggregate nodes in the DFL-DAG to form
a lifecycle template (DFL-T). A common example is representing
control loops by aggregating parallel instances of the same task.
We generalize either DFL-DAGs or DFL-Ts by varying a key input
parameter and forming averaged graphs from several executions.
Property values are either averaged or represented as histograms.

The final step is identifying opportunities for improving work-
flow performance. This consists of finding and ranking potential
opportunities based on DFL-G structure and patterns.

To narrow the search, we use a generalization of critical path
called a DFL caterpillar tree (CT). DFL CTs have costs based on
execution and flow properties. Figure 1b shows a CT based on flow
volume (for subfigure (a)) while Fig. 1d shows a CT based on data
producers and consumers.

We then find opportunities by identifying patterns in the critical
and near-critical CTs. Patterns are defined by graph entities, or
relations between vertices and edges. Using CTs, the DFL analysis
is linear in edges and vertices.

Finally, we rank opportunities by bottleneck severity. The rank-
ing is based on pattern metrics formed from task, data, and flow
properties. Figure 1c shows a ranked table for subfigure (a) that



Data Flow Lifecycles for Optimizing Workflow Coordination SC ’23, November 12–17, 2023, Denver, CO, USA

compares the opportunities (patterns or entities) of given types.
The results can be used for recomposing the workflow, improving
task assignment, or improving data movement.

3 DISTRIBUTED MEASUREMENT
This section describes distributed and scalable measurement of a
workflow’s execution for constructing DFL graphs (DFL-G).

Capturing data flow. As DFLs are based on dynamic data flow,
the first step is monitoring a workflow’s I/O during executions with
representative inputs. The monitoring overrides I/O calls using
typical dynamic linking techniques e.g., Linux LD_PRELOAD. In this
paper, we focus on (serial) POSIX and C I/O, which includes all
variants of open, close, read, write, fseek etc.

Characterizing data flow. Understanding flow lifetimes requires
more information than captured with than either I/O caching [10,
62] or I/O tracing [17, 47, 69]. To track flow between I/O operations,
we must know when the same datum is accessed. There are two
implications. To track data addresses, it is necessary to maintain the
state of the I/O stream that is opaque in I/O operations like read and
write. These operations take an opaque handle and depend upon its
state to know what data to access. Second, to maintain histograms
that map distinct data items to flow metrics, data identities must
be understood at run time, ruling out postmortem analysis. We
therefore track the state of each opaque I/O handle (file descriptor
or I/O stream). We shadow each I/O handle and maintain its state by
intercepting and emulating the effects of all relevant I/O operations.

A task-file pair represents data flow. For each task-file pair, we
maintain a histogram of data accesses and access statistics. A single
histogram represents one or two flow relations, either producer or
consumer, depending on operation type. I/O reads show flow from
data to a consumer task. Writes show flow from a producer task to
its data. A consumer relation is a DFL-G directed edge from a data to
task vertex; a producer is the reverse. Over multiple tasks and files,
many consumer and producer relations are formed corresponding
to DFL-G edges. The DFL-G is built by connecting all edges.

A given histogram maintain statistics for each data block in a file.
The statistics include operation type, access frequency, distance,
and rate. From these statistics, we form DFL-G properties such as
data volume, block access frequency, access rate, etc. that annotate
edges and vertices.

Scaling. To scale DFL-G measurement, each histogram’s size
should be constant rather than proportional to either operations (as
in tracing) or file sizes (as in naive histograms). If constant-sized,
the total size of all workflow histograms is proportional to instances
of task-file pairs, which is typically very modest.

The size of a histogram is the product of data locations and sta-
tistics. The number of statistics is a constant (bounded by ≈10). We
employ two methods to bound the number of locations: adjustable
access resolution and spatial sampling. The maximum number of
locations is determined by access resolution or blocks per data file.
The block size (in bytes) is selected based on expected of data vol-
umes. For reads, block size is a ratio of file size; for writes we use
historical information or user guidance.

The second method, spatial sampling, can be used to additionally
reduce data locations. Spatial sampling selects a representative

fraction of the data addresses and tracks lifecycles for them. Note
that sampling is on data locations and not I/O operations

To ensure correct tracking, the selected fraction of addresses must
be the same for each producer and consumer in a lifecycle. We design
a sampling rule that, given a location, determines whether to track
it or not. The correctness requirement means that the rule must be
deterministic and depend only on location, i.e., independent of access
order and the volume of the data accessed. To sample lifecycles
(connected flows), we adapt a strategy designed for single flows [68].
Given a deterministic hash function 𝐻 , we track a location 𝐿 if

𝐻 (𝐿) mod 𝑃 < 𝑇

using modulus 𝑃 and threshold 𝑇 . Each sample represents 1/𝑟 lo-
cations where the sampling rate 𝑟 = 𝑇 /𝑃 . For example, setting
𝑃 = 100 will sample roughly 𝑇 percent of the whole space.

When combining both strategies, histogram size is effectively
bounded by a constant, establishing the total size bounds above.

4 DATA FLOW LIFECYCLE GRAPHS
This section defines DFL graphs and discusses methods for con-
struction (§4.1), analysis (§ 4.2 and 4.3), and visualization (§4.4).

4.1 Lifecycle graphs, DAGs, and templates
Once lifecycle measurements are gathered, aDFL graph (DFL-G) can
be constructed. Since measurement histograms capture all graph
edges, the DFL-G is built by connecting all edges. DFL-G construc-
tion can be parallelized by ensuring vertex updates are atomic.
However, edge sizes are typically modest.

A DFL-G is a property graph [56], where both vertices and edges
are annotated with property values formed from histogram statis-
tics. Recall that both tasks and data files are vertices in the graph. A
read operation (by a consumer task) is denoted by a directed edge
from a data source (vertex) to a task sink. A write operation (by a
producer task) is denoted by a directed edge from a task source to
data sink.

We denote the vertex sets for data files and tasks with 𝐷 and 𝑇 ,
respectively. Then, the vertex set is 𝑉 = {𝐷 ∪𝑇 }. The edge set is

𝐸 = {(𝑢, 𝑣, 𝑝) : (𝑢 ∈ 𝐷, 𝑣 ∈ 𝑇 ) 𝑜𝑟 (𝑢 ∈ 𝑇, 𝑣 ∈ 𝐷), 𝑝 ∈ R}
where each edge (𝑢, 𝑣) is annotated with a lifecycle property value
𝑝 . In practice, 𝑝 is a set of properties per edge and vertex.

Connecting edges creates an acyclic graph since each task in-
stance is a distinct vertex. We call this graph a DFL-DAG. It can also
be useful to aggregate instances of the same task vertex to create a
lifecycle template (DFL-T), potentially forming cycles.

By itself, the DFL-G is cumbersome to manually analyze. The
following subsections discuss techniques for analyzing graph enti-
ties, and visualization. The next section (§5) discusses opportunity
analysis using DFL-G patterns.

4.2 Lifecycle properties
To understand dynamic data flow, we convert histogram statistics
into several classes of lifecycle properties.

Base properties form the core metrics.
• Task lifetime: task execution time
• File lifetime: time between open and close
• Access frequencies for each data block
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openmm ( 1 )→ 1.h5 → aggregate ( 2 ) 0.05 GB

(f) Ranking of DDMD composite edges (top 4).

Figure 2: (a)-(e) Data flow lifecycle DAGs for five workflows. (f) A producer-consumer pattern ranking for DDMD. Data flow is
left to right. Tasks and data are red and blue, respectively. Critical paths are purple. For DDMD, Belle II, and Montage, critical
path shows data volumes; for 1000 Genomes, it shows path with most instances of data branches > 2 (green) and task joins; for
Seismic, it shows most instances of task fan-in (yellow).

• Data volume: total volume (non-unique) of data
• Data footprint: unique volume of data
• Read (write) latency: total read (write) latency
Ratios capture measures for data rates and intensities.
• Read (write) rate: ratio of read (write) operations to task time
• Data read (write) rate: ratio of read (write) volume to task time
• Read (write) blocking fraction: fraction of time for read (write)
blocking time during an open I/O stream

Access patterns describe lightweight data access pattern statis-
tics for a specific data object.

• Consecutive access distance: linear (“seek”) distance between
consecutive access locations 𝑖 and 𝑗 for spatial locality.

• Reuse and subsets: degree that data is reused or unused.
• Use concurrency: whether data is accessed by many tasks.

Opportunity analysis (§5) finds higher-level workflow patterns.
Figure 2 shows examples of reuse and concurrency for two work-

flows. (Detailed discussion is deferred to §6.) Figure 2a shows single-
use concurrency in 1000 Genomes workflow [1]. The workflow
processes multiple chromosomes. The biological signature of each
chromosome is specified in a file. Each file is processed by multi-
ple indiv by tasks, concurrently and independently, where each
task processes a disjoint chunk. The DFL-G shows the concurrency
via edges ( 1 ) emanating from each chromosome file (data vertex)
to its corresponding indiv task (task vertex). The pattern is also
data parallel, important later, since each chunk is read once and
processed by a separate task.

Figure 2b shows two kinds of reuse inDeepDriveMD (DDMD) [45].
In this workflow, a simulation stage ( 1 ) generates several HDF5
files that an aggregator ( 2 ) combines ( 3 ). The incident edges of

this combined file show much larger data volume outflow than
inflow, implying data reuse. (The reuse can be seen by zooming
into edges per file block.) The downstream task ML train ( 4 ) re-
peatedly accesses data from the combined dataset ( 3 ), resulting
in intra-task data reuse. The downstream task lof ( 5 ) reads the
same data, resulting in inter-task reuse.

4.3 Perspectives, entities, and ranking
DFL-Gs enable flow analysis from several perspectives:

• task: what data a given task produces or consumes
• data: what tasks produce or consume a given data file
• flow: what data movement is required for execution
To facilitate analysis, we identify the following lifecycle entities,

which include both graph constructs and relations between them:
• data or task vertex;
• data or task relation: a task (data) vertex and its incident edges;
• producer or consumer relation: the simple edges between a
producer task and a dataset, or the reverse;

• producer-consumer or consumer-producer relation: composite
relation from a producer, dataset, and consumer; or the reverse.

To quickly highlight entities of related to bottlenecks or opportu-
nities for improvement, we associate property values with entities.
We then form a projection of the entity according to a selection
criterion and rank order the results by property values.

An entity projection refers to the process of extracting an entity
type from the original DFL-G. A ranking refers to sorting the pro-
jected set by property values. As a simple example, data vertices
can be sorted and ranked by data volume or rate to identify which
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Pattern Definition Identification in DFL-G Remediation

Data volume Tasks read/write large data vol-
umes

DFL-G flows with volumes exceeding storage or network
ability

Pair tasks & storage resources; write buffer-
ing; anticipatory data movement

Mismatched
data rate

Mismatch between rate of data pro-
duction and data consumption

DFL-G flows with data rates that cause stalls, likely on
critical path

Pair tasks & flow resources; adjust data gen-
eration rate; data filtering/compression.

Data non-use Data not used by consumer in
whole or part

DFL-G data leaf vertex: data unconnected to consumers,
DFL-G flows with total data transfer smaller than the data
file size.

Selective movement, e.g., on-demand
caching; data filtering.

Intra-task data
locality

Spatio-temporal access locality
within a file

DFL-G data vertex with consecutive access distances <
block size; 0 indicates temporal locality

Caching (including hints and biased poli-
cies); block prefetching.

Inter-task data
locality

Same data is used by multiple tasks
or task instances.

1) DFL-G producer & consumer write/read same data. 2)
DFL-G task accesses same data over multiple instances
(e.g., loops) 3) DFL-G data read by multiple consumers.

1) Caching, co-scheduling. 2) Data reten-
tion; caching. 3) Co-scheduling and data
placement.

Critical
(non-critical)
data flow

Data flows that must improve (or
could relax) to improve response
time (to free resources)

1) DFL-G’s caterpillar has flow that causes stalling (criti-
cal). 2) DFL-G producer and consumer use same data and
consumer can proceed without all inputs. [Must validate
(2)]

1) Bias resources for critical vs. non-critical
tasks & flows; anticipatory data movement.
2) Change task-data synchronization (e.g.,
pipeline data push/pull).

Task and data
parallelism
trade-off

Trade-off between task parallelism
(for better response time) and over-
head of tasks or data flow (e.g., in-
creased I/O contention, rates).

The in-degree (number of neighboring data vertices) of a
consumer task in DFL-G. The in-degree implicitly specifies
number of producer task vertices executed concurrently.
[Must validate]

Coordinate parallelism, task placement,
and data flow resources.

Table 1: Identification of opportunities in the DFL DAG and potential remediations.

data files should be prioritized for storage and flow resources. Fig-
ure 2f ranks the DDMD workflow’s producer-consumer relations
by volume. Ranking provides an important way to identify the
lifecycle entities most likely to benefit from techniques such as re-
composition, co-scheduling or task-data co-location. Opportunity
analysis will be discussed in more detail in §5.

4.4 Visualizing lifecycles
To visualize DFL-Gs, we use Sankey diagrams [5, 40], a represen-
tation designed to show flow from one set of items (vertices) to
another. We extend the typical diagram of two sets to apply to both
DFL-DAGs and DFL-Ts. Figure 2 shows examples for a diverse set
of workflows. Each vertex is represented as a rectangle and flow
between pairs of vertices is represented with a directed edge. The
width of the edge is proportional to a selected property, showing
the significance of the flow.

5 INSIGHT AND OPPORTUNITIES
A primary purpose of DFL graphs is to facilitate identification
of potential opportunities for improving the overall performance
of a workflow. We now describe automated opportunity analysis
to focus an analyst’s attention on a small set of candidates. The
opportunity analysis is efficient, i.e., linear in edges and vertices.

Table 1 summarizes the identified opportunities. The patterns are
based on a combination of the entity analysis previously described
(§4.3) and higher-order relations introduced in this section. The ta-
ble lists several possible remedies, where the best candidate depends
on workflow coordination and available resources and therefore re-
quires user direction. Some opportunities require human validation
to ensure correctness, indicated by “[Must validate]”.

One method for identifying patterns in the DFL-G is graph pat-
tern matching [20], i.e., finding all subgraphs that are isomorphic

to each pattern. However, the search space with these approaches
can grow exponentially with pattern size and is NP-complete [29].

In contrast, our methods have a worst-case complexity of linear
in edges and vertices. The basic idea is to leverage DFL-G structure,
characteristics of target patterns, and domain knowledge. The first
step narrows the opportunity search (§5.1). The second identifies
target patterns using only highly local knowledge, primarily a
vertex and its incident edges (§ 5.2 to 5.4). This section shows how
to detect each pattern, indicates their potential opportunities, and
suggests potential remediation strategies.

5.1 Narrowing the opportunity search
Two popular methods for partitioning graphs for resource assign-
ment are min/max flow (e.g., communication) [26, 34, 41] and
acyclic hierarchical partitioning (e.g., circuits) [36, 51].

We adopt a different method based on an extended notion of
critical path. The advantage of our method is that it highlights op-
portunities that are more likely to improve workflow response time.
The reason is that our method prioritizes graph subsets with a de-
pendent series of tasks where most producer-consumer exchanges
have high locality. Thus, in contrast to the above methods, it tends
to find threads of execution where coordination can be localized.

To narrow the opportunity search, we rely on two graph theoretic
concepts: critical path and caterpillar tree. A critical path is the
longest path in a directed acyclic graph, where vertices and/or edges
are weighted with a certain property value. Critical path analysis
(CPA) typically finds the minimal time required to finish a workflow.
The critical path forces tasks on other paths to wait. Patterns along
this path therefore highlight opportunities for shortening the path.

Our analysis performs CPA with respect to several different
properties, yielding generalized critical path analysis (GCPA). By
adopting different properties the path focuses on different bottle-
necks. By exploring the the properties footprint, volume, and flow
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rate, the analysis identifies potential bottlenecks corresponding, re-
spectively, to storage capacity, transfer volume, and transfer speed.
Identifying these alternative bottlenecks is crucial for better task
coordination and resource assignment for both data and flows.

Given a critical path we want to identify patterns along it. Un-
fortunately, critical paths are too small a graph subset because they
may not show all relevant producer or consumer relations for a
critical task or data vertex. To address this, we extend the path
into a caterpillar tree. A caterpillar or caterpillar tree is defined as
a tree in which all vertices are within distance one of a critical
path [2, 25, 33]. Caterpillars identify all distance-one fan-in and
fan-out tasks on the critical path. Figure 3 shows a DFL graph, the
critical path, and its associated caterpillar tree.

Unfortunately, because DFL-Gs have two types of vertices (data
and task), a normal caterpillar destroys some relevant producer/-
consumer relations. Our DFL caterpillar extends the caterpillar with
the following rule: if the roots of the caterpillar are data vertices,
also include distance two vertices from the critical path (𝑑9 and 𝑑11
in Fig. 3b) that are associated with the producer tasks (𝑡7 and 𝑡9 in
Fig. 3b respectively) as part of the caterpillar tree.

Once the critical paths and associated DFL caterpillars are com-
puted, we identify patterns with respect to either task relations or
data relations. Considering both is important because each rela-
tion makes detection of a pattern a matter of only a vertex and its
incident edges. Then, the basic optimization strategy is two-fold:
a) parallelize between trees (threads); and b) improve execution of
critical caterpillar tree fragments with increased data locality or
improved flow resources.

5.2 Patterns from data relations
A data relation is a data vertex and its incident edges.We distinguish
data relations based on incoming and outgoing edges. There are
four categories: regular (one in, one out); fan-in (many in, one out);
fan-out (one in, many out); fan-in/out (many in, many out).

Data relations identify the following interesting patterns. First
consider single consumer (one-out) relations. If the consumer utilizes
only a subset of the data, it exhibits a data subset pattern that will be
reflected in DFL-G property values. For example, if total footprint
consumed is smaller than the dataset size, only a subset has been
accessed. This likely implies unnecessary data movement, either
by the producer or by the consumer (data volume > dataset size),
or both. If a consumer accesses the same data block multiple times,
there is intra-task data reuse. In this case, hot blocks can be cached
to accelerate same data accesses. If a consumer access pattern has
a small consecutive access distance, it exhibits spatial locality and
likely benefits from prefetching and caching.

Now consider data relations withmultiple distinct consumer tasks
(fan-out). If the same data is used by multiple consumers it may
be profitable to exploit this inter-task reuse using caching or co-
scheduling. If each consumer processes a partition of the input
data, there is data parallelism. Consider either a parallel file system
(parallel I/O), a filesystemwith highmetadata throughput (metadata
contention with serial I/O), and co-scheduling some consumer tasks
to convert disk and network flow into local in-memory flow.
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Figure 3: Identifying opportunities in data flow lifecycles.

5.3 Patterns from task relations
We distinguish task relations in the same way, resulting in regular,
fan-in, fan-out, and fan-in/out.

An interesting and common pattern is aggregator (fan-in) data
parallelism (Fig. 3c). A variant is the compressor-aggregator with
data parallelism (Fig. 3d).

In the former, several input streams, usually of the same size,
are inputs to a task. The aggregator task combines them into a new
composite file, possibly also applying a minor transformation. An
example is the aggregation stage DDMD. In DDMD, either the
point cloud or the contact map from separate files are processed and
aggregated to a new HDF5 file. Since aggregation likely introduces
unnecessary serialization and data movement, the convenience
of a single input must be evaluated with this overhead. If conve-
nience is paramount, the aggregation should possibly be pipelined
across multiple network links (to avoid network contention) or
multiple/improved storage resources (to avoid I/O contention).

In a compressor-aggregator pattern, the aggregator additionally
compresses data. An example is in 1000 Genomes where the merge
task combines several input files into a compressed tar file. If
assigned to the correct resource, this can benefit downstream flows
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over slow storage and networks. Alternatively, the compression
may not be worth the serialization.

5.4 Patterns from task-data compositions
More interesting patterns emerge when task and data relations on
the DFL caterpillar are composed.

We provide three examples. First, a series of task and data re-
lations. Consider re-composition and co-scheduling to improve
performance. Second, an aggregator task followed by a regular task.
An example is DDMD (Fig. 2b); consider coalescing or co-scheduling
the aggregator and its consumer.

A third category of compositions involves forms of data paral-
lelism and overlaps with the previous category. Examples include
combinations of aggregators and splitters. Figure 3e shows an exam-
ple of splitter tasks, where one is followed by a regular task. 1000
Genomes shows an example of aggregator followed by a splitters:
merge gathers information from all indiv tasks and scatters it over
subsequent freq and mutat tasks.

Several remediation strategies are relevant. If an aggregator’s
only function is combining producers, it likely introduces unneces-
sary sequencing. Alternatively, a very large aggregator may benefit
from additional subaggregators for locality domains so that net-
work or storage contention can be avoided. In addition, appropriate
storage resource assignment can minimize cost associated with the
overhead of opening/closing many small files.

Again, the common theme in these remediation strategies is
to improve execution of DFL caterpillar fragments and parallelize
separable caterpillars or paths.

6 EVALUATION
This section demonstrates the applicability of data flow lifecycles
to distributed scientific workflows. We use DFLs and opportunity
analysis to reason about improved task placement and reduced
data movement for five scientific workflows with different charac-
teristics. We overview characteristics and opportunities for each
workflow (§6.1). Three case studies (§ 6.2 to 6.4) apply different
remediations techniques to selected workflows and show perfor-
mance improvements of 15×, 1.9×, and 10–30×, respectively. In the
first two case studies, we optimize workflow for response time. The
third case is optimized for throughput. Increasingly, optimizing
for response time is important because it enables the control loops
needed for automating experiments with instruments.

Our evaluation uses the machines in Table 2. Although our eval-
uation uses compute resources at medium to smaller scales, our
results are still value for the supercomputing community. First,
these scales are often appropriate for control loops. Second, it is
often more difficult to find performance opportunities at smaller
scales than large because there is less likelihood for moving massive
data volumes and causing resource contention [48].

6.1 Workflow overview
We compare and contrast DFL-Gs for five contrasting workflows.
Figure 2 shows the signature DFL-DAGs for each workflows. Fig-
ure 4 shows their corresponding DFL caterpillars. For each work-
flow, we identify interesting patterns and opportunities that can be
observed along their DFL caterpillars.

Machine Compute, Memory Storage options (notes)
CPU
cluster

2× Intel SkyLake; 192 GB NFS (default); Lustre; SSD (node);
Ramdisk (node)

GPU
cluster

2× AMD EPYC; NVidia
RTX 2080 Ti; 384 GB

NFS (default); BeeGFS (w/ caching);
SSD (node); Ramdisk (node)

Data 2× Intel Haswell, 128 GB Remote storage via 1 Gb/s WAN
Table 2: Machine configurations for experiments.

Loading [MathJax]/extensions/MathMenu.js(a) 1000 Genomes (b) DDMD (c) Belle II MC

(d) Montage
Loading [MathJax]/extensions/MathMenu.js

(e) Seismic

Figure 4: DFL caterpillars for the DFLs in Figs. 2a to 2e. Task
and data vertices are red and blue, respectively.

1000Genomes. Figure 2a shows theDFL-G for 1000 Genomes [1],
a data-intensive bioinformatics workflow. The critical path (num-
bered) represents the path with most instances of data branching
(fan-out) and task joining (fan-in); it is part of the DFL caterpillar
tree shown in Fig. 4a. The data file with fan-out ( 1 ) to four indiv
tasks corresponds to the “multiple distinct consumers” pattern with
data parallelism (§5.2). It suggests an opportunity to reduce the
pattern’s time using increased task parallelism. A more complete
picture emerges with the composite producer-consumer pattern
represented by 1 , 2 , and 3 . There is a trade-off between task par-
allelism and I/O contention from processing small files ( 2 ) by the
consumer ( 3 ). Our case study (§6.2) creates a pipeline optimized
for response time (vs. throughput) and adjusts parallelism and as-
signment of tasks and data flow resources (Table 1), improving
performance by 15× (§6.2).

DeepDriveMD. Figure 2b shows the DFL-G for DeepDriveMD,
the deep learning-driven molecular dynamics simulations workflow
for protein folding [3, 45]. DFL-G edges and critical path represent
data flow volume or the path with the most data movement. Fig-
ure 2f ranks the producer-consumer relations by volume. Observe
that both train ( 4 ) and lof ( 5 ) uses the same data ( 3 ). However,
train accesses far more data (2.4 GB vs. 0.88 GB)—and more than is
produced by aggregate ( 4 ). Thus, train has substantial intra-task
locality through data reuse and would benefit from caching. DFL-G
analysis using footprint (not shown) reveals data non-use, i.e., only
half the data produced by aggregate is used by both consumers. As
discussed in our case study (§6.3), these facts also point to a trade-off
between (a) work minimization—one aggregate—that introduces
serialization and (b) work replication—parallel aggregates—that
increases task-data parallelism. If there are available data flow re-
sources that can be enabled with intelligent task-data coordination,
the latter choice reduces response time. Our case study leverages
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Figure 5: 1000 Genomes: DFL caterpillar (green) by data
branches and task joins. Tasks are red; data blue.

this and other insights to create a new pipeline optimized for re-
sponse time (vs. throughput) and improves it by 1.9× (§6.3).

Belle II Monte Carlo. Figure 2c shows a reduced but representa-
tive DFL-G for Belle II MC, a data-intensive physics workflow [32].
Edges represent data volume. The DFL-G shows recurring data-task
fan-in from a single collective dataset. The pattern immediately
highlights inter-task data reuse, i.e., multiple tasks using the same
file. The DFL-G’s consecutive access distance property (not shown)
reveals many access distances of 0, indicating intra-task spatial
locality. To exploit the first opportunity, tasks could be scheduled
at the same time on nearby resources and use distributed caching.
Caching and data prefetching can address the second. Our case
study (§6.4) demonstrates an impact of 10× from caching.

Montage. Figure 2d shows the DFL-G for Montage [4, 57], a
compute-intensive astronomical image processing toolkit that uses
a collection of structural images to build a composite image mosaic
for viewing outer space. To assemble a large number of small image
files, it re-projects the images through a common frame to match
the background and determine overlaps, generating many inter-
mediate files for correction and adjustment. The computational
component results in low effective data rates and low I/O opera-
tions. Consequently, there is room to parallelize or accelerate tasks
without overburdening flow resources.

Seismic Cross Correlation. Figure 2e shows the DFL-G for
Seismic Cross Correlation [6, 27], a data intensive workflow that
computes cross correlation of signals frommultiple seismic stations,
identifies good fits, and compresses them in a single file. The critical
path represents instances task fan-in (joins). The DFL-G’s overall
pattern is a multi-stage aggregator, that suggests potential for a
trade-off between parallelism vs. data and flow locality. On one
hand, a multi-stage aggregation could introduce more task and flow
parallelism; and near-data operations could reduce the downstream
flow to avoid resource contention. On the other hand, reducing the
stages with task composition would reduce data movement and
increase locality.

6.2 Case study: 1000 Genomes
The 1000 Genomes project [22] studies the genomes of 2504 in-
dividuals from 26 populations to understand human genetic vari-
ation. The 1000 Genomes proxy application [1] has five tasks:
individuals (chromosome processing), individuals_merge (ag-
gregation), sifting (Single nucleotide polymorphisms (SNPs) vari-
ant SIFT scores), frequency (overlapping mutation frequency), and

mutation_overlap (overlapping mutations). In subsequent discus-
sion, we abbreviate the five tasks respectively as indiv, merge,
sift, freq, and mutat. The default configuration targets through-
put performance with large chunks of work but very long run times.
We are interested in efficient response time.

DFL-G analysis. Figures 2a and 5 show DFL-Gs. As previously
observed, there is an opportunity to increase task parallelism. How-
ever without careful task and flow coordination, it increases data
movement and contention and degrades response time.

Figure 5 shows the DFL-G for Chromosome 1 (chr1). There is a
dependency between indiv and merge; sift is independent; and
freq and mutat are consumers of the output files generated by
merge and sift. In addition, there are many explicit data branches
(fan-out, green). For example, 1) columns and 2) chr1 are consumed
by multiple indiv tasks. The data branches indicate duplicated and
congested data flow as the same data is consumed by many tasks at
once. Either staging or caching would increase locality of data and
consumer tasks and alleviate contention.

DFL caterpillar. Figure 5 and Figure 4a show the Sankey-based
and simplified caterpillar, respectively, based on instances of data
branches and task joins. There are five branches and four joins (ag-
gregation on indiv, merge, sift, and mutat). Recall the caterpillar
tree expands the critical path to include all significant tasks and
data: all indiv, merge, sift, and mutat tasks and their inputs. We
identify 10 caterpillar trees, one for each chromosomes. Because
(a) the tasks along each caterpillar have several dependencies and
(b) there are limited dependencies between caterpillar trees, we
increase the locality of tasks and data within each caterpillar.

Parallelism and staging. To maximize producer-consumer
tasks locality, we schedule tasks within a caterpillar tree to the same
compute node and stage their input files (columns and AMR) to the
much faster node-local file systems provided by an SSD and RAM-
disk. We co-locate the sift task to run concurrently with merge for
better parallelism. With that, the execution is partitioned into four
stages: stage 1 for data staging that moves input files from parallel
file systems such as BeeGFS to local storage; stage 2 includes indiv;
stage 3 includes merge and sift, running concurrently; stage
4 includes freq and mutat. The four stages follow the fork-join
parallelism. All intermediate files are staged locally.

Evaluation. To demonstrate the efficiency and effectiveness
of the proposed design, we perform a comparison study using 6
distinct configurations for I/O staging and distribution. The input
problem size is 30, limiting the indiv tasks per chromosome to 30.
For 10 chromosomes, there are 300 indiv tasks, 10 merge tasks, 10
sift tasks, 70 sift tasks and mutat tasks. The configurations are:

(1) 15/bfs. The tasks are scheduled on 15 nodes with SLURM,
where the 300 indiv tasks of stage 2 are partitioned into 15
sets, each set handled by one node, followed by stage 3, and
finalized by stage 4. All files and intermediate files are staged
in the parallel file system (BeeGFS).

(2) 10/bfs. In contrast to 15/bfs, the indiv are scheduled on 10
nodes, where 300 indiv are partitioned into 10 sets. Each set
of 30 indiv is processed on one node.

(3) 10/bfs+shm. In contrast to 10/bfs, the intermediate files are
staged in local RAM-disks.

(4) 10/bfs+ssd. In contrast to 10/bfs+shm, the intermediate
files are staged in SSDs.
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Figure 6: 1000 Genomes: Execution time for each configuration, showing times for each stage and entire workflow.

(5) 10/bfs+shm+staging. Here stage 1 opts in and moves all
the necessary inputs to tasks to faster, local RAM-disks.

(6) 10/bfs+ssd+staging. In contrast to 10/bfs+shm+staging,
the necessary inputs are moved to on-node SSDs.

We perform each experiment on GPU cluster (Table 2, using only
CPUs) five times and show results in Fig. 6. The distribution on 10
nodes outperforms that on 15 nodes, and staging intermediate data
in local storage performs better than staging all files in BeeGFS (up
to a 2.8× speedup). Staging/moving the input files to local storage
leads to a performance improvement (up to a 6.7× speedup). Overall,
performance improves by 15× compared to the original configura-
tion on 15 nodes. This reveals the usefulness of the proposed DFL-G
and patterns for tasks and data coordination.

6.3 Case study: DeepDriveMD
DeepDriveMD is a deep learning-driven molecular dynamics sim-
ulations workflow for protein folding [3, 45]. It consists of a four-
stage pipeline. The default configuration targets throughput per-
formance with large chunks of work and long run times. We are
interested in efficient response time.

DFL-G and caterpillar. Figure 2b shows a single iteration of
the 4-stage pipeline, consisting of simulation tasks ( 1 ), aggregator
( 2 ), training ( 4 ), and inference ( 5 ). Figure 4b shows the cater-
pillar tree. The critical path is based on data volume. First, DFL-G
analysis (Fig. 2b) shows that training consumes 62% of the total
data volume of the pipeline. Observe that the incident edges of the
aggregated file ( 3 ) exhibit a significantly larger data out volume
as compared to the data in volume, indicating intra-task data reuse.
Second, DFL-G analysis using footprint (not shown) reveals data
non-use; only half the data produced by aggregate is used by both
consumers. Third, observe that training and inference use the same
data. This suggests a trade-off between (a) one aggregation (work
minimization) with more serialization and (b) composed aggrega-
tions that duplicate work but that occur in parallel and eliminate a
pipeline stage. However, the potential is muted because inference
relies on training. We therefore explore an alternate pipeline where
training asynchronously applies model updates. The new pipeline
co-schedules segments of the caterpillar.

Pipeline optimization. To improve response time, we increase
pipeline parallelism and reduce unnecessary data movement. We
coalesce the aggregation with both training and inference to exploit
data non-use, reduce data movement, and increase stage parallelism.
Additionally, we remove the task-data dependency between train-
ing and inference with a nested pipeline that trains asynchronously.
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Figure 7: DeepDriveMD: Execution time for Original and
Shortened pipelines, showing times for each stage and entire
workflow pipeline.

The inner loop is a shortened 2-stage pipeline that excludes ag-
gregation and training. The outer loop includes training, which
asynchronously gathers new inputs and produces outputs. For most
use cases, this approach will not substantially affect the scientific
quality of DDMD’s results.

Evaluation. We evaluate two pipelines. ‘Original’ respects the
original synchronization and uses the 4 original stages. ‘Shortened’
is the asynchronous version with 3 total stages and a 2-stage inner
loop. For response time, we use a small time-step size (100) and
execute the workflow for 5 iterations. We perform each experiment
on GPU cluster (Table 2, using both CPU and GPU) using 2 compute
nodes and 12 simulation tasks.

We evaluate five configurations. ‘Original’ stages through NFS
and BeeGFS. ‘Shortened’ additionally explores RAM-disks because
aggregation is now localized. We perform each experiment 3 times.
Figure 7 shows results. ‘Shortened’ shows the impact of a) co-
scheduling training and inference and b) local RAM-disk aggre-
gation and results in a speedup of up to 1.9×. In ‘Shortened’, BeeGFS
(better I/O parallelism) provides an additional 5.4% improvement,
while incorporating RAM-disk with BeeGFS resulted in a further
9% improvement.

6.4 Case study: Belle II Monte Carlo
In the Belle II experiments [32], Monte Carlo (MC) simulations
account for well over 50% of computation time [35, 52].

DFL-G analysis. Figure 2c shows a simplified DFL-G. Each
task executes several MC simulations, where each simulation uses
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Scenario Pattern Ensemble Filter
S1 real no no
S2 regular no no
S3 real 4× no
S4 regular 4× no
S5 regular no 4×
S6 regular 4× 4×

Table 3: Belle II scenarios.

Cache Device Cache Scope Size
L1 DRAM Task private 64 MB
L2 DRAM Node-wide 16 GB
L3 SSD Node-wide 200 GB
L4 file system Cluster-wide 512 GB

Table 4: Cache configurations for TAZeR.

between 20–24 input files. There are two key opportunities. The
first is intra-task spatial locality due to small consecutive access
distances. The second is inter-task file reuse. In a MC campaign, this
reuse is dynamic and random. Reuse probabilities can be estimated
using a statistical model and knowledge of the number of tasks that
draw from set of input files [28].

Both opportunities suggest distributed I/O caching: per-task
caching captures intra-task locality, while shared caches (node-wide,
cluster-wide) capture inter-task reuse. We evaluate both caching
and additional data access optimizations requiring code changes.

We use an I/O intensive configuration of 16 datasets per task,
resulting in an average I/O rate of 1600 MB/s. To mimic a typical
campaign’s distributed environment, tasks run on the CPU cluster
and data is served from Data server (Table 2). The workflow is
scaled down to execute on 10 nodes, with tasks being allocated to
every core (24 cores/node), yielding 240 concurrent tasks.

Distributed caching. We evaluate distributed caching against
the typical practice of copying (FTP) each data set before task
launch. The caching redirects network and disk operations to cache
when possible. We use the TAZeR [28, 62] infrastructure configured
with four levels: task-private DRAM, node-wide DRAM, node-wide
SSD, and cluster-wide filesystem, specified in Table 4. Distributed
caching improves the execution by a factor of 10.0×.

Emulated optimizations. To explore additional optimizations,
we capture real traces, adjust the traces by how each optimization
would affect data accesses, and replay them using the BigFlowSim
emulator [28]. The emulator replays all data accesses using real
data but simulates compute. We consider six scenarios, a Baseline
and 5 combinations of three optimizations. The first optimization
regularizes access patterns by ‘defragmenting’ to increase spatial
locality. The second improves I/O locality with task ensembles that
group 4 tasks per dataset. The third improves I/O locality by con-
verting data field selections into a near-storage filter that reduces
transferred data by a factor of 4. Thus, ensembles reduce the num-
ber of schedulable tasks while filters affect transferred data. The
six resulting scenarios are defined in Table 3.

Figure 8 shows the results of the 6 scenarios from Table 3. The
figure shows (a) a breakdown of execution components and (b)
a line indicating relative execution time (secondary axis). Time 0
corresponds to the time of Scenario 6 with all data staged locally
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Figure 8: Belle II Monte Carlo: Execution breakdown (bars)
and relative time (line) for each scenario (Table 3). The break-
down distinguishes between overheads of TAZeR, transfer
of code, and transfer of data, where the latter is divided into
several categories.

(‘optimal’); 1 corresponds to S1 using TAZeR. The emulation is
conservative, i.e., provides a lower bound for workflow performance
improvements by keeping compute times constant.

Individually, regularized accesses (S2) and ensembles (S3) yield a
6% and 65% improvement in execution time, respectively. Combined
(S4), the improvement is 67%. With filters and regularized access
(S5), improvement is 95%. With all three (S6), perhaps unrealistic,
improvement is ≈100%. Using the most plausible scenarios (S3, S4),
we conclude an additional 2.9–3.0× over 10.0× is possible.

Execution breakdown. The optimizations affect execution com-
ponents in different ways. Ensembles (S1 vs. S3; S2 vs. S4) mostly
affect the network read portion of data accesses, improving it by
about 2×. Compare with a nominal potential of 4× (4 tasks/ensem-
ble). Filters (S2 vs. S5) drastically affect all components of data
access time, improving them by a total of 10×. Compare with a
nominal 4× (the filtering factor). Improvements can be larger than
nominal because although total data read at the Data server stays
constant, 4× less data is transferred by it. Then, a larger fraction of
each task’s footprint remains in cache, vastly increasing accesses
in cache levels 1 and 2 (private and shared memory, respectively).
Scenarios S5 and S6 show that super-linear speedup are possible
when workflow data locality and reuse are improved.

7 RELATEDWORK
Static vs. dynamic data analysis. Data flow analysis is a well

known technique for static program analysis, program compilation
and programmer feedback; cf. [55, 58, 74]. Data flow distinguishes
between control and data dependencies, where the former repre-
sents dependencies due to conditionals and latter data use. The
primary limitation of static analysis is ambiguous data references.
In workflows, ambiguity results from input dependencies and ac-
cesses across different abstraction layers (memory vs. storage vs.
network) and programming models. Thus, we use dynamic data
flow analysis with lightweight measurement.
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Distributed workflow representation and coordination. Most work-
flow managers represent workflows using task DAGs that do not
represent data objects [9, 13, 23, 50, 54, 59, 65]. They therefore coor-
dinate workflow execution using dependencies that are a conflation
of control and data dependencies. Workflow languages such as
Parsl [12] and Swift [72] represent distributed tasks using parallel
constructs but do not explicitly reason about data flow. The dis-
tributed scripting language Intrepydd [78] uses human annotations
to reason about data flow. In situ frameworks [11, 42, 43, 46, 61, 67]
represent workflows with more precision by distinguishing be-
tween producer-consumer and publish-subscribe coordination mod-
els. However, data is still not represented as a first class citizen.
Domain-specific coupling frameworks [30, 60] can generate cou-
pled PDE solvers based on method-specific decomposition schemes
rather than explicit representation of data.

The closest prior work on workflow representation is DFMan
[21], which schedules workflow DAGs, enriched with data nodes,
on HPC systems so as to optimize storage bandwidth. Sun’s work
[63] adopts a similar goal for coupled applications, but does not
focus on representation. Although DFMan represents producer-
consumer relations, it assumes a single, uniform pattern of data
accesses, which means there are no distinctions between relations,
either statically or dynamically. Further, the user must provide the
DAG. Our work generalizes the DAG representation to static or
dynamic flow for each producer-consumer relation, introduces sev-
eral new properties (including data reuse, rates, volumes, footprints,
parallelism). We also contribute methods for scalable measurement
and automatic opportunity analysis.

Some HPC task managers use performance feedback to refine
critical path analysis and improve scheduling [8, 64]. However,
its representation is still task based and therefore cannot capture
data flow. It also requires user-inserted source-code annotations to
initiate performance monitoring.

Workflow characterization. Workflow tools fail to capture data
reuse and locality over logical lifetimes. Workflow simulators [16,
18] can characterize workflow manager overheads from managing
dependencies, packaging, and queuing tasks [19] but do not reason
about how to reduce data movement costs through better partition-
ing or locality. There has been substantial work on caching and
staging for storage [7, 10, 13, 38, 39, 46, 61–63, 66, 70], including de-
tailed access and reuse analysis [14, 31, 37, 68, 73, 75–77]. However,
the key challenges are still ensuring task-data locality and knowing
what to cache and when.

I/O characterization and monitoring. Several tools monitor and
characterize I/O and storage system behavior. I/O tracers such as
Darshan [17] and Recorder [69] capture an application’s I/O opera-
tions [69]. I/O mining tools such as TOKIO [47] and IOMiner [71]
analyze collected traces or system I/O logs. Some of these tools
analyze I/O operations from the perspective of storage system archi-
tecture [17, 47] while others diagnose performance problems [71].
Because these tools focus on I/O operations rather than data life-
times, they do not track data flow between the I/O operations.

Several studies characterize I/O operations from the perspec-
tive of an entire supercomputer. One study [53] analyzes access
and reuse patterns for storage data (files) on a production-scale

supercomputer; another characterizes I/O behavior of HPC work-
loads [24]. Neither study captures reuse or data movement between
applications or workflow tasks.

8 CONCLUSIONS
We have introduced data flow lifecycles and described methods for
representation, measurement, analysis, visualization, and oppor-
tunity analysis. The methods are efficient. Measurement data is
independent of data volumes, accesses, and time and proportional
only to task-file instances. Opportunity analysis is linear in DFL
graph edges. Our evaluation compared DFLs on contrasting work-
flows, highlighted opportunities for remediation, and demonstrated
performance improvement of of 15×, 1.9×, and 10–30×. Our work
is released in the DataLife tool [44].

We conclude that DFLs are an effective methodology for gather-
ing insight into actionable opportunities on workflows of contrast-
ing styles. In our case studies, we explored remediation options
ranging from the relatively easy to time-consuming, i.e., from chang-
ing coordination of tasks and data movement to exploring possible
code changes with emulation. Although some of the remediation
strategies appear straightforward in hindsight, they were not ap-
parent without the insight and guidance of DFLs and opportunity
analysis.

We believe such insight will be important as converged work-
flows become more common within experimental science. As work-
flows increasingly coordinate instrument-experiment control loops,
a common challenge will be reworking the coordination between
workflow components—originally designed for small-scale or through-
put efficiency—into task and data movement rules that can deliver
required response times and quality of service. Our future work
includes exploring ways to automate suggestions for improved
scheduling and resource assignment.
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Appendix: Artifact Description/Artifact Evaluation

ARTIFACT DOI
doi.org/10.5281/zenodo.7846089

ARTIFACT IDENTIFICATION
A critical performance challenge in distributed scientific workflows
is coordinating tasks and data flows on distributed resources. To
guide these decisions, this paper introduces data lifecycle analysis.
Workflows are commonly represented using directed acyclic graphs
(DAGs). Data Flow lifecycles enrich task DAGs with data objects
and properties that describe data flow and how tasks interact with
that flow. Lifecycles enable analysis from several important perspec-
tives: task, data, and data flow. This paper describes representation,
measurement, analysis, visualization, and opportunity identifica-
tion for data flow lifecycles. Our measurement is both distributed
and scalable, using space that is constant per data file. We use
lifecycles and opportunity analysis to reason about improved task
placement and reduced data movement for five scientific workflows
with different characteristics. Case studies show improvements of
15x 1.9x, and 10–30x.

Our work is implemented in the DataLife toolsuite. There are
three steps.

The first step is monitoring a workflow’s I/O during executions
with representative inputs. DataLife’s monitoring tool overrides
I/O calls using typical dynamic linking techniques, e.g., Linux
LD_PRELOAD. DataLife focuses on POSIX and C I/O, including
open, close, read, write, fseek, etc.

Second, DataLife constructs a data flow lifecycle graph (DFL).
A DFL is a property graph where both vertices and edges can
be annotated with property values formed from raw histogram
statistics. Both tasks and data files become vertices in the graph. A
read operation (by a consumer task) is denoted by a directed edge
from a data source (vertex) to a task sink. A write operation (by a
producer task) is denoted by a directed edge from a task source to
a data sink. Each directed edge in the graph is annotated with a
lifecycle property value representing execution times, data volumes,
footprints, flow rates, and access patterns.

The third step is analysis and visualization. To visualize data flow
lifecycle graphs, DataLife generates Sankey diagrams, a representa-
tion designed for data flows. To highlight interesting graph entities
and relations quickly, DataLife associates property values with
them, forms a projection of the entity, and rank orders the results.
Finally, DataLife finds opportunities for performance improvement
based on DFL patterns.

REPRODUCIBILITY OF EXPERIMENTS
We have focused on the 1000 Genomes scientific workflow in the
article. See the description below.

1000 Genomes: The 1000 Genomes project studies the genomes of
2504 individuals from 26 populations to understand human genetic
variation.

The code artifact includes three parts: the monitoring tool, the
program and scripts for visualizing the DFLs, and the performance

evaluation scripts for analysis. To ease the reproducibility, we pro-
vide an input file produced by the monitoring tool in the inputs/
directory and the entrypoint script scripts/run.sh which exe-
cutes a series of commands to reproduce the DFLs in a pdf format.
The visualization takes the collected I/O states as input and gen-
erates the DFL graphs, including the ranking table (Figure 3), and
caterpillar trees (Figure 4.a and Figure 5) for the 1000 Genomes
scientific workflow.

The performance evaluation part is located under the ‘Perfor-
mance’ directory. The Python notebook will generate the per-
formance plot of 1000 Genomes (Figure 6). This Python note-
book takes as input the performance numbers generated by the
source code under the 1000genome_perf_number directory. To
generate the performance, look for the SBATCH scripts with
distinct names developed for different setups. The SBATCH
scripts ask for 10 to 15 nodes to run with SLURM. The other
files under the Performance/1000genome_perf_number direc-
tory are either input or binary files. For convenience, we have
saved the 1000 Genomes executables in 1kgenome_bin under the
1000genome_perf_number/ directory.

Estimation of the execution time to execute the experiment work-
flow:

Our DFL analysis is quick and efficient and can execute each
experiment workflow in less than a few minutes. We observe the
artifacts to complete our DFL results in a minute or so from the
experiments in the paper. It may execute larger experiments in a
relatively short amount of time.

ARTIFACT DEPENDENCIES & REQUIREMENTS
There are no specific hardware requirements to run AE, but the
minimum resources will be

• x86 64-bit CPU
• 1 GB disk space (for cloning inputs from git repo)

The most modern operating systems will be sufficient to run AE,
including:

• Mac OS X
• Linux Debian, RHEL and CentOS

For the software environment, we use:

• Python 3.7+
• networkx
• plotly
• pandas
• matplotlib
• gcc 7.5.0+

packages for the DAG graph and Sankey visualization, respec-
tively. For the full list of requirements is provided in the file
(https://github.com/pnnl/datalife/blob/main/src/requirements.txt)
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ARTIFACT INSTALLATION & DEPLOYMENT
PROCESS
The requirement for evaluating Dataflow Lifecycles is to obtain all
of the artifacts. First, we must ensure you have 1) input data and 2)
software packages available and then repeat the process to obtain
the results provided in the original study.

0.1 Docker Image
With the 1000 Genomes workflow application, the Docker image is
provided to download:

docker pull hrlee/dataflow:sc23

You will find the scripts to run and the input file inside the container.
First, you obtain the bash shell prompt:

docker run -it hrlee/dataflow:sc23 bash

0.2 Scripts to Run
We provide a list of commands to repeat analysis steps to capture
the results of the original study in chronological order. The 1000
genomesworkflow is a central application to artifacts for evaluation,
and the following commands will include all of the key components
described in the paper.

0.2.1 One-shot script. is to reproduce the figures of the original
article.

scripts/run.sh

This one-shot script runs all of the commands below.

0.2.2 Producer-Consumer Ranking Table in Figure 2 (f). is repro-
ducible by:

python scripts/1000genome_dfl.py –task
ranking

and the result is saved in the name of
1kgenomes-producer-consumer-ranking-table.csv.

0.2.3 DFL caterpillars in Figure 4.(a). is reproducible by:
python scripts/1000genome_dfl.py –task
ctree

and the result is saved in the name of 1kgenomes-ctree.pdf

0.2.4 DFL caterpillar by data branches and task joins in Figure 5. is
reproducible by:

python scripts/1000genome_dfl.py –task
dflg-ctree

and the result is saved in 1kgenomes-dflg-ctree.pdf.
All the output files can be found in the results directory.

0.2.5 Multi-storage tier in Figure 6. is to show the tasks parallelism,
distribution design, and data staging strategies using 1000 genomes
application. We provide instructions to replicate a similar comput-
ing environment using Chameleon Cloud, which has a separate
page for deploying Chameleon Cloud in two options: OPT1 Running
tests on general compute nodes (where HDD/SDD and /dev/shm
tmpfs are provided) and OPT2 Running tests on storage hierarchy
node, where NVME is mounted additionally.

1kg-tiered-06262023 image is prepared in the SC23 Repro-
ducibility project for managing different storage options. You may

launch a Chameleon Cloud instance with this image to have a
storage tier including HDD and SSD.

It is also worth noting that ChameleonCloud has limited options
for storage tiers, e.g., two storage_hierarchy nodes (NVMe/SSD)
out of 586 compute nodes. Therefore, we can only replicate the
performance of file system resources mostly available, i.e., SATA
Hard Drive Disks using general computing node instances (OPT1)
to evaluate the filesystem performance.

The instruction for using Chameleon with the options:
https://github.com/pnnl/datalife/tree/main/artifacts_sc23/
chameleon_scripts/README.md

OTHER NOTES
After much discussion with AE organizers, it makes sense for us to
include single-node execution and eliminate multi-node parallelism,
as ChameleonCloud does not support the SLURM cluster platform
or parallel filesystems. The benefit of our DFL-G analysis is that
we can still identify the patterns of data flow lifecycles indepen-
dently from the execution methods and find congested data flow
and significant tasks from Sankey diagrams and caterpillar trees.
We select the 1000 genomes workflow application (Section 6.2 in
the paper) that can be executed on a single Chameleon instance.
Finally, the DLF analysis will recover all latent parallelism even
if it was executed serially, and we can still match it to the paper
results conceptually. Because of that our approach, the DFL-DAG’s
structure is independent of execution, coordination framework, and
resource assignment as long as multiple workflow executions of
the same input have the same DAG.

It is also worth noting that ChameleonCloud hasminimal options
for storage tiers, e.g., two storage_hierarchy nodes (NVMe/SSD)
out of 586 compute nodes. Therefore, we can only replicate the per-
formance of file system resources mostly available, i.e., SATA Hard
Drive Disks using general computing node instances to evaluate
the filesystem performance.
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