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ABSTRACT
Data Acquisition (DAQ) workloads form an important class of
scientific network traffic that by its nature (1) flows across dif-
ferent research infrastructure, including remote instruments
and supercomputer clusters, (2) has ever-increasing through-
put demands, and (3) has ever-increasing integration demands—
for example, observations at one instrument could trigger a
reconfiguration of another instrument. Today’s DAQ transfers
rely on UDP and (heavily tuned) TCP, but this is driven by
convenience rather than suitability. The mismatch between
Internet transport protocols and scientific workloads becomes
more stark with the steady increase in link capacities, data
generation, and integration across research infrastructure.

This position paper argues the importance of developing
specialized transport protocols for DAQ workloads. It pro-
poses a new transport feature for this kind of elephant flow:
multi-modality involves the network actively configuring the
transport protocol to change how DAQ flows are processed
across different underlying networks that connect scientific
research infrastructure. Multi-modality is a layering violation
that is proposed as a pragmatic technique for DAQ transport
protocol design. It takes advantage of programmable network
hardware that is increasingly being deployed in scientific re-
search infrastructure. The paper presents an initial evaluation
through a pilot study that includes a Tofino2 switch and Alveo
FPGA cards, and using data from a particle detector.

CCS CONCEPTS
• Networks → Transport protocols; • Applied computing
→ Physical sciences and engineering.
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1 INTRODUCTION
As instruments become more precise, they produce more data.
We can only process a fraction of data from large instruments.
For example, the Large Hadron Collider (LHC) generates
data at more than 600Tbps but around 40Tbps is currently
acquired [52]—that is, read out of the instrument. Table 1
lists examples of recent and under-development experiments,
and their data acquisition (DAQ) rates.

Large instruments—such as those in Table 1—have a DAQ
network that connects the instruments’ sensors to a small
downstream processing facility. From there, data is transferred
over other networks to reach large-scale processing facilities.
Often, the DAQ network is an Ethernet built using commodity
equipment. Traffic consists of elephant flows with a regular
shape (size and arrival rate)—detailed further in §2.

In addition to producing more data, research infrastructure
is becoming more integrated [47]—we will see the example
where a neutrino detector in South Dakota instructs a state-
of-the-art optical telescope in Chile on the arrival direction of
photons from a supernova burst. How we transport DAQ data
is key to enabling further integration, as explained next.

Fig. 1 sketches the flow of instrument-generated data across
key stages. At the DAQ stage ➊, preprocessing involves iden-
tifying interesting data in the DAQ stream—such as evidence
of particle collisions. Then a time window of such readings
from the instrument is sent over a WAN ➋ to downstream
cloud or high-performance computing (HPC) clusters ➌—
such as national labs—where the bulk of analysis happens,
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Experiment DAQ rate
CMS L1 Trigger 63Tbps [77]
DUNE 120Tbps [68]
ECCE detector 100Tbps [13]
Mu2e 160Gbps [29]
Vera Rubin 400Gbps [38]

Table 1: Data Acquisition (DAQ) rates for examples of
large instruments. CMS, Mu2e and ECCE are high-
energy physics experiments that study observations from
collisions generated artificially by particle accelerators;
Vera Rubin is a telescope; DUNE is both driven by a parti-
cle accelerator and by natural neutrino sources (including
our sun, cosmic rays, and from supernova bursts).
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Figure 1: Dataflow for large-scale instruments: ➊ DAQ
data crosses a ➋ WAN to reach ➌ large-scale storage and
processing facilities—often consisting of supercomputers
and specialized clusters. ➍ Products derived from this
data are made available over a WAN to other researchers.

and for permanent storage. From there, data reaches down-
stream sites ➍ such as universities, for local caching and anal-
ysis. Sometimes, data must go straight from ➊ to ➍ for rapid
coordination between scientists—such as the multi-domain
alerts from a telescope to astronomers around the world [57].

Today’s approach to transporting DAQ data evolved by
using existing Internet protocols, particularly TCP (§4). This
evolution was driven by convenience at the cost of complexity
and performance overhead. This overhead accrues from TCP’s
general design and the termination of streams across ➊-➍. To
mitigate overhead, TCP is heavily tuned to support high data
rates [22, 28, 43, 73], which introduces complexity.

But a TCP-based transport is fundamentally unsuitable for
DAQ. TCP’s bytestream abstraction, mechanisms for capac-
ity discovery and congestion avoidance, and abstraction of
the underlying network create an impedance mismatch with
DAQ traffic and the type of networks on which that traffic
flows: (1) DAQ traffic consists of time-stamped messages
with well-defined boundaries, making an ordered bytestream

unsuitable; (2) end-to-end is the wrong processing model for
this network environment and workload, where we can use
a hop-by-hop model to reduce the retransmission latency, re-
duce buffering, and improve flow-completion time; (3) TCP
strives to be network-oblivious, but in this environment we
can take advantage of input from the network to influence the
transport’s behavior (a feature we call multi-modality) to bet-
ter work in integrated research infrastructure; (4) DAQ traffic
for each experiment has a well-known shape, and flows over
infrastructure that is capacity-planned for that experiment.

This position paper argues for the development of spe-
cialized transport protocols for DAQ workloads. Through
multi-modality, a DAQ stream would not support retransmis-
sion while in the DAQ network, but obtains this feature before
it crosses into the WAN. Along its end-to-end path, the pro-
tocol changes modes as the underlying network resources
change—for example, it can use a more “recent” (lower RTT)
retransmission buffer to avoid retransmission from the source.

This argument builds on the shortcomings of today’s DAQ
transport approach (§4.1) and charts a different direction from
related work (§4.2) which includes specialized variants of
TCP for “long fat networks”[31, 39] in scientific computing.

This paper makes the following contributions: (1) A de-
sign outline of a transport protocol that is tailored for DAQ
workloads (§5.2). This protocol is multi-modal—its behavior
can change according to the network segment over which it
is currently travelling. (2) An example of how multi-modality
benefits from in-network processing support (§5.3) from com-
modity, programmable network hardware that is increasingly
being deployed across scientific computing infrastructure. In
this work, the use of programmability is limited to header
processing, making it suitable for P4-programmable hard-
ware. (3) A pilot study (§5.4) that includes a Tofino2 switch
and Alveo FPGA cards, and which uses data from a particle
detector. (4) To help spur wider debate and research on this
topic, we describe open challenges and future work in §6.

2 DAQ WORKLOAD CHARACTERISTICS
& INTEGRATED INFRASTRUCTURE

Fig. 1 outlines the creation and consumption of Data Acqui-
sition (DAQ) workloads. DAQ workloads consist of digiti-
zations of analogue waveforms from physical phenomena—
such as the interactions of electrons with a sensor.

A DAQ workload starts by crossing a DAQ network ➊ that
is designed to meet the needs of a specific experiment [7,
23, 24, 59]. Each experiment has a known data acquisition
rate—such as the examples in Table 1. The DAQ rate is based
on the precision of the instrument’s sensors, the frequency
and precision of the analogue-to-digital conversion, and the
observations made by the sensors—that is, a maximum num-
ber of events would be expected to be observed in a given
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time window. DAQ networks tend to use commercial-off-the-
shelf (COTS) equipment because of simpler procurement and
development. For example, both Vera Rubin and DUNE use
Ethernet-based DAQ networks.

Data in these workloads is then filtered and buffered in
a small computing cluster that forms part of the instrument.
Data is then transported over a (10-100ms RTT) WAN ➋ to
reach analysis and storage sites ➌. For example, Vera Rubin
data flows from Chile to California, and DUNE data flows
from South Dakota to Illinois. Constraints on costs and de-
ployability of computing and network hardware [49] impede
building large processing facilities with each instrument. For
example, DUNE’s detector is located one mile underground
(in a decommissioned salt mine) and Vera Rubin is located on
a mountain at the edge of a desert. These locations are chosen
to obtain the best-quality data by reducing the presence of
interfering signal sources.

From ➌, DAQ data is transported to storage tiers and anal-
ysis facilities ➍ around the world over dedicated circuits—
typically 100Gbps and higher—over terabit scale links [3, 5].
Finally, data reaches a Data Transfer Node (DTN) located in
the “Science DMZ” [51] of the destination network. DTNs
are placed in the DMZ to avoid the overhead of traversing
perimeter appliances such as firewalls.

2.1 Traffic profile
Across stages ➊→➋→➌→➍, DAQ workloads usually con-
sist of elephant flows carried in a sequence of jumbo Ethernet
frames. The MTU of each hop is configured to remove any
fragmentation. Workloads can also travel directly from ➊ to
➍, to reach researchers sooner. The Vera Rubin telescope
uses this stream to alert other telescopes and researchers of
interesting overhead observations [12]. For that instrument,
this stream is expected to burst to 5.4Gbps, and takes place
alongside the nightly 30TB capture from the telescope [37].

2.2 Programmable Networking
The ecosystem outlined in Fig. 1 enthusiastically adopts tech-
nologies that can improve scaling, as evidenced in the work
by the Global Network Advancement Group (GNA-G) and
its Data Intensive Science and AutoGOLE/SENSE working
groups [53]. There is production use of P4-programmable
hardware in several instances of stage ➋. For example, ES-
net’s high-touch framework [40] relies on Alveo FPGA NICs;
AmLight uses over a dozen Tofino switches [14, 15]; and
GÉANT [55] uses Tofino switches for network monitoring.
As an example of stage ➍, P4Campus [35] monitors large
science transfers among other flows coming into the campus.
There is also growing research interest in using programmable

networking across stages ➊-➍ for monitoring [45], analy-
sis [56, 64], and experimentation [65]. All cases that we are
aware of use P4-programmable hardware.

3 DAQ TRANSPORT REQUIREMENTS
Present and future expectations for DAQ workload transfers
boil down to these DAQ transport protocol requirements: The
protocol must (Req 1) Operate across different types of net-
works (Fig. 1). In most cases these networks are IP networks.
In some cases, the DAQ transport must work directly over
layer 2 (§4). (Req 2) Enable high-capacity transfers of the
data produced by an instrument. The transport protocol must
minimize overhead on network equipment and the end-host
DTNs. (Req 3) Ensure the timely handling of data to satisfy
near-real-time analysis—such as for Vera Rubin’s alert dis-
tribution system (§2.1). Different transport sessions need not
be treated independently of one another, and the DTN and
network elements may prioritize some transfers over others.
(Req 4) Be reliable, to ensure that all the instrument’s data is
analyzed. (Req 5) Ensure security of data and resources [19].
For example, Vera Rubin alerts must be encrypted to en-
sure that security-sensitive observations are not inadvertently
leaked [54]. (Req 6) Take advantage of deployed in-network
processing capabilities (§2.2). (Req 7) Provide a message-
based abstraction since DAQ workloads consist of discrete,
time-stamped measurements. (Req 8) Support instrument
partitioning: detectors may be partitioned for different simul-
taneous experiments by different researchers [6], therefore
the protocol must indicate which “slice” of the instrument pro-
duced the data. (Req 9) Be reusable across DAQ networks, sci-
ence domains, and experiment equipment—including lower-
throughput, dispersed sensors [20]. Large instruments can
also require reusability across their components—for exam-
ple, DUNE’s four detectors each have specific headers but
they all share a top-level DAQ header [68]. (Req 10) Support
the integration of DAQ workload generation, processing, and
storage across different instruments and facilities [47]. Scien-
tific instruments are huge, multi-year investments whose value
is increased by collaboration and reuse. Integration would
also support low-latency coordination through multi-terabit
infrastructure that is available to publicly-funded testbed re-
sources [3] and across the energy research community [2].
For example, a supernova burst detected in DUNE would
alert Vera Rubin on where to expect photons to arrive from—
since neutrinos escape the collapsing star before photons are
emitted [72]. Depending on the type of star, the time interval
between emission of neutrinos and photons could range from
around a minute to several days [36].
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Figure 2: DAQ data is propagated to non-DAQ networks.
Today this requires using different transports for differ-
ent networks, and heavily relies on TCP tuning for high-
capacity transfers. To aid the readability of this figure,
transport features that do not change between steps ap-
pear faded. “Age sensitivity” means that the aging of trans-
ported data follows a pre-determined policy. This diagram
is explained in §4.

4 TRANSPORTING DAQ DATA TODAY
Today’s DAQ transfers evolved to make heavy use of Internet
transports because of the convenience from using mature
implementations of familiar protocols. §4.1 describes how
this convenience is traded-off against performance overhead
and against the complexity of several stages of connection
termination, buffering, and protocol tuning.

Fig. 2 zooms in on the transport facets of Fig. 1. The yel-
low area in Fig. 2 shows an instrument’s DAQ network. At
the originating sensor ➀, DAQ data is not buffered for re-
transmission, and there is no risk of congestion in the DAQ
network (§2). When a transport is used in a DAQ network, it is
usually UDP (as done in DUNE) but DAQ data might be car-
ried directly over an Ethernet frame (as done in Mu2e). DAQ
data is buffered at the first line of servers ➁ and streamed us-
ing TCP through a border router ➂ to a WAN through which
it reaches a longer-term storage and processing facility ➃.

The WAN is shared with other traffic, but it is carefully
capacity planned to avoid congestion. It can occasionally
lose packets from corruption. As indicated by the icons in
Fig. 2, TCP provides flow control, congestion control, and
re-transmission between ➁ and ➃. DAQ data is accessed
by researchers at various locations. This access might take
place soon after the data is gathered. Upon access, this data
is streamed using TCP through a WAN from ➃ to reach the
researchers ➄. Across all stages where it is used, TCP is
heavily tuned to support high data rates [22, 43, 73].

4.1 Shortcomings of today’s approach
Today’s DAQ transfers incur configuration complexity and
performance overhead because of the reliance on TCP. Con-
figuration complexity is incurred from TCP tuning to support
high data rates [22, 43, 73]—around 30Gbps for a single
stream [46]. Recent work has achieved 55Gbps single-stream
transfers over TCP in a testbed environment [66]. The degree
of tuning and specialization of TCP in this environment attests
to the tension between convenience and overhead.

Even with tuning, there are performance overheads that
result from TCP’s fundamental unsuitability for transporting
DAQ data: (1) DAQ traffic consists of discrete, time-stamped
messages with well-defined boundaries. Similar to the mo-
tivating observations for SCTP [70], TCP’s strict, ordered
bytestream (a) requires DAQ peers to use message delineation
in the bytestream, and (b) causes unnecessary head-of-line
blocking when part of the bytestream arrives later. (2) End-
to-end transport across the “long fat” (huge bandwidth-delay
product) segment of DAQ’s journey (in the WANs, with a RTT
of 10-100ms and throughput of at least 100Gbps) increases
retransmission latency and buffering requirements, and these
increase flow-completion time. As link capacities and scien-
tific data generation increase, so does the processing overhead
for concurrent TCP streams [31]. Moreover, TCP termination
and buffering at ➃ is unsuitable for rapid inter-instrument
coordination—such as online processing of Vera Rubin alerts
to reach end-users at the time-scale of milliseconds. Further,
this setup is unsuitable for multi-domain alerts [57]—in which
alerts from DUNE can provide early-warning about a super-
nova burst to an optical telescope like Vera Rubin. (3) Even if
TCP offload is used aggressively—and “in the service of very
specific goals” [48]—to reduce processing overhead, TCP’s
abstraction of the underlying network hides signalling and
programmability (§2.2) opportunities. (4) DAQ traffic is un-
like Internet traffic that TCP evolved to transport: while the
arrival rate of DAQ traffic can exceed that of a well-behaving
TCP sender, DAQ’s “users” are unlike general Internet users.
In this environment, resource reservation and capacity plan-
ning forestall the potential harm from misbehaving peers [9].

Today’s approach meets the following requirements from §3:
it is reliable (Req 4), can be secured through TLS (Req 5), and
it is reusable across experiments (Req 9). It can transfer data
at 30Gbps for single streams, and up to 100Gbps for multiple
streams [46] (Req 2) but modern DTNs are being installed
with 400GbE NICs [42]. It does not meet the remaining re-
quirements: it does not work directly on layer 2 (Req 1), no
timeliness is built into the protocol (Req 3), it relies on termi-
nation for processing (Req 6), its stream abstraction requires
dissecting by the receiver (Req 7), and instrument metadata is
encapsulated in the bytestream, and not available for header
processing (Req 8 and Req 10).
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4.2 Related work
Specialized transports that were developed for high-performance
networks in datacenters [8, 32, 34, 50, 61, 62, 75, 76] are
designed to work in a single administrative domain with
very low RTT. In contrast, DAQ workloads traverse network
segments in different administrative domains, and that offer
different latency and throughput guarantees. In contrast to
Performance-Enhancing Proxy (PEP) middleboxes [16], the
properties of these segments are not necessarily abstracted
from communicating peers or other network operators. We en-
vision that exchanging control messaging about multi-modal
transports can provide a foundation for reasoning about end-
to-end behavior in terms of hop-by-hop behavior, for improv-
ing network performance and transparency.

Earlier research on scientific research networks proposed
specialized transports for “long fat networks” [30, 31, 39], a
custom middlebox for TCP processing in ScienceDMZs [18],
and tuned congestion control [41]. In comparison, this paper
proposes (1) the design of specialized protocols for DAQ—
rather than general streaming protocols—and (2) the use
of programmable networking to provide in-network support
for DAQ workloads. The protocol design (1) is extensible—
consisting of a core protocol and parametrized extensions.
This extensibility is similar to that of BEEP [63], but this
work focuses on the transport layer. An important conse-
quence of (1) is that we can take advantage of DAQ’s pre-
dictable generation of traffic (§2). DAQ’s demands on the
whole network can be planned in advance. Use of in-network
support (2) is inspired by “protocol boosting” [44, 74] but
adapts that idea to the specific needs of DAQ workloads and
the networks that those workloads traverse.

5 MULTI-MODAL TRANSPORT
PROTOCOL FOR DAQ

This section sketches a transport protocol that is tailored
for DAQ workloads (§3). We start by describing our end-
to-end behavior goals (§5.1) before outlining the protocol
header (§5.2), its hop-by-hop processing (§5.3), and the pilot
study (§5.4) to develop and evaluate this further.

The protocol operates in a mode, in which a combination
of features are activated and configured—features such as re-
transmission, pacing, and timeliness; and configurations such
as where to retransmit from, what pace to set, and the delivery
deadline. The mode may be changed by programmable hard-
ware as the transported packets traverse network segments.

Using this paradigm, a DAQ stream would not support re-
transmission while in the DAQ network, but will take up this
feature before it crosses into the WAN. Along its end-to-end
path, the protocol changes modes if its features or their con-
figuration changes—for example, if another retransmission
buffer becomes available, we would then avoid the need to

retransmit from the source, to reduce flow-completion time
because of the shorter RTT. This is explained further in §5.1.

Thus a single stream using this transport protocol may be
multi-modal by opportunistically making use of on-path net-
work resources (§2.2). The protocol’s hop-by-hop processing
involves conservative, header-based processing, using fea-
tures that existing P4 hardware supports well [25].

Why create a new protocol? Using UDP would still require
additional fields to capture DAQ metadata (§5.2) and add sup-
port for reliability (§5.3). We also considered adding custom
headers to IPv6, but hop-by-hop headers are not currently re-
liably supported in today’s hardware [33, 58], and extension
headers cannot be updated in flight [21]. Moreover, we would
still need a transport protocol on top of IP.

5.1 Goal scenario
Fig. 3 outlines the behavior of DAQ transfers using a custom
protocol. ➀ Detectors stream out data encapsulated in the
protocol’s header, even if directly over layer 2—see (Req 1)
in §3. Instruments may be partitioned for different simultane-
ous experiments by different researchers [6], and the protocol
header (§5.2) indicates which “slice” of the detector produced
the data. ➁ The first line of servers buffers and analyzes the
data, encapsulates DAQ data in a network protocol, and ➂ pro-
grammable network hardware across the different networks
reference retransmission buffers and packet processing facili-
ties. This buffering reduces the flow-completion time since a
re-transmission would originate from a closer source, rather
than from ➁. Further, these programmable resources can be
configured to track the age of information as it crosses the
network. This tracking is done to enforce a deadline on the
expected arrival of data. Finally, if an element ➂ receives
signals of downstream congestion or loss, it can relay a back-
pressure signal to the sender ➁. Streams can be duplicated
in the network ➂ to reach several downstream researchers di-
rectly, ensuring that they get rapid access to fresh data. ➄ The
same protocol can be used to relay streams from storage nodes
to other integrated research infrastructure.

5.2 Header structure
We envision instrument sensors supporting this protocol from
source, therefore the core header is kept very simple. The core
header contains 3 fields: (1) an 8-bit configuration identifier—
essentially a version field for interpreting the values of the
next field. (2) 24 bits of configuration data—these specify
options that are activated for this protocol during the current
segment of the transmission. The combination of fields 1
and 2 indicate the transport’s mode. The configuration data
bits activate protocol features such as flow or congestion
control, or describe the acknowledgement scheme—if any—
used in a network segment. (3) A 32-bit experiment ID. Some
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Figure 3: DAQ workloads benefit from multi-modal transport through tailored use of network resources along the
segments traversed by the DAQ traffic—a pragmatic layering violation. This figure builds on Fig. 2 and is explained in §5.

of these bits can be used to describe which part of a partitioned
instrument produced the data, to satisfy (Req 8).

Additional modes are activated downstream. Activating a
mode involves updating the core header and adding mode-
specific extension headers, as described below. To keep the
implementation simple, the protocol transports discrete data-
grams, not bytestreams—following (Req 7) from §3.

After the core header, there is a variable number of fixed-
size, optional fields (in a fixed order) that depend on the
activated features (configuration bits). These fields provide
configuration values for different features. For example, if
the mode supports retransmission then there is a field that
specifies the IP address where to send request for retransmis-
sion. If the mode supports timeliness, then there is a field that
specifies the delivery deadline and where (IP address) to send
a notification if that deadline is exceeded.

5.3 DAQ Transport Behavior
This section outlines the design for a multi-modal transport—
the various modes of the protocol are still work-in-progress.
In mode 0, this transport protocol simply identifies the experi-
ment whose DAQ data is being transported. DAQ data starts
out in mode 0 at the sensor ➀ in Fig. 3. The protocol works
both directly on Ethernet and on IP, to satisfy (Req 1).

As DAQ workloads traverse networks that provide differ-
ent latency and reliability guarantees, the transport’s mode is
changed by on-path network elements. Changing modes acti-
vates transport features and uses resources to ensure that end-
to-end latency and reliability guarantees are upheld. Key fea-
tures, including transport reliability, are described below. The
simple core and extensibility of the multi-modal design is in-
tended to satisfy reusability (Req 9) and integration (Req 10)
across scientific research infrastructure.

The protocol is designed to support line-rate transfers (Req 2)
and minimize network overhead and processing overhead.
Processing overhead is minimized through simplicity of logic.
Simplicity is achieved by specializing the protocol for the
workloads and networks in which it will operate. For exam-
ple, timely-behavior (Req 3) is ensured by explicit transport
deadlines that provide a signal for congestion and an input to
active queue management. The timeliness mode involves pro-
viding an IP address to which “deadline exceeded” messages
are sent, to alert the source. On the open Internet, this scheme
would be a vector for a Denial-of-Service attack, but in this
“limited domain” [17] we can prioritize the processing of age-
sensitive data as it travels away from ➀. For security (Req 5),
we retain the current practice of encrypting the payload using
existing third-party software or hardware.

Reliability (Req 4) relies on a a re-transmission scheme
that generalizes the hop-by-hop behavior of X25 (albeit at
a higher layer) by providing an explicit source (IP address)
where to request the retransmission. This is closer to a short-
term publish-subscribe behavior [60], rather than defaulting to
the source for retransmission as done in TCP. We hypothesize
that this transport does not require sophisticated congestion
control, since data transfers across scientific networks are
usually capacity-planned and scheduled to ensure that suitable
transmission capacity is available. This hypothesis will be
tested in a later deployment of the pilot (§5.4).

The logic for using in-network resources (Req 6)—such
as switches ➂ and ➃—and changing modes is not yet fully
developed. As described in the next section, we start with
a simple 3-mode setup that pre-supposes knowledge of in-
network resources at system start, inspired by EJ-FAT [67].
Developing a general approach is an open challenge (§6) that
forms a key part of future work.
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Figure 4: Pilot study. Icons are explained in Fig. 3, and
DTN is explained in §2. The first DTN represents the
processing and buffering stage in the DAQ network.

5.4 Pilot Study
A pilot study using this transport is outlined in Fig. 4. Two
versions of the pilot were developed: the first uses lower-
performance, virtual hardware on the FABRIC testbed [10],
and the second uses physical hardware and saturates 100 GbE
links. The FABRIC prototype was developed for easier de-
sign exploration, and used CREASE [4] to manage the virtual
resources. In the physical testbed, the Alveo cards were man-
aged using the ESnet smartNIC platform [1].

There are two data sources: (1) the ICEBERG DUNE
prototype that uses a liquid argon time projection chamber
(LArTPC) detector to generate DAQ data, and (2) synthetic
DUNE DAQ data [69] that simulates the neutrino generation
by different physical events. In this pilot, data is streamed
between (Data Transfer Nodes) DTN 1 and DTN 2, as shown
in Fig. 4. The pilot design features three modes: (1) unreli-
able transport from the sensor to DTN 1; (2) age-sensitive
and recoverable-loss transport between DTN 1 and DTN 2;
(3) timeliness check at the destination. The transport’s mode
is changed as the data flows through different segments.

Changing modes involves changing the protocol header,
done entirely in network elements. Age-sensitivity involves
tracking a time budget as DAQ data travels through the net-
work, and loss-recoverability involves requesting re-transmission
from DTN 1. Age-sensitivity is handled entirely in network
elements. An element updates an “age” field, and it addition-
ally updates an “aged” flag if a maximum age threshold was
exceeded by the time the packet reached that network element.
Recovering lost packets involves support from network ele-
ments and from data buffers (DTN 1). Network elements add
a sequence number to loss-recoverable streams and identify
DTN 1 as the nearest buffer; both operations are implemented
in network elements. DTN 2 then uses this information to de-
tect loss, and to prepare a NAK to restore the missing packets.

6 OPEN CHALLENGES AND FUTURE
WORK

This paper motivates broader research into network support
for scientific computing. We outlined the requirements of
a DAQ transport protocol and sketched a candidate solu-
tion. But, much further work remains. Designing a trans-
port protocol for DAQ workloads that uses in-network sup-
port touches upon open research problems that require a
community-scale effort: (1) We initially envisage having a
map of in-network programmable resources that DAQ work-
loads can use. This map is shared between network operators—
perhaps by piggy-backing on BGP messages—to describe
their programmable infrastructure and its capabilities. It is an
open problem how to discover programmable resources in the
network, distribute work to them, and coordinate their activ-
ity. Prior work [27, 71, 78] provides potential starting points.
(2) Beyond header processing, how do we integrate payload
processing along the path? For example, DPDK-capable or
FPGA resources could be used to generate multi-domain
alerts from raw DAQ data (§3) or transcode into other formats,
such as HDF5 [26] which is ubiquitously used for storage in
scientific computing. (3) Osmotic computing [11] uses a large
number of distributed sensors, instead of a few large instru-
ments. Sensors lack a DAQ network—instead they rely on
cell networks and backhaul. We believe that TCP is adequate
for these low-volume streams (over telecom networks), but
finding suitable transport modes would better integrate these
sensors with other research infrastructure.
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