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Abstract. A major focus of the commercial aviation community is dis-
covery of unknown safety events in flight operations data. Data-driven
unsupervised anomaly detection methods are better at capturing un-
known safety events compared to rule-based methods which only look
for known violations. However, not all statistical anomalies that are dis-
covered by these unsupervised anomaly detection methods are opera-
tionally significant (e.g., represent a safety concern). Subject Matter Ex-
perts (SMEs) have to spend significant time reviewing these statistical
anomalies individually to identify a few operationally significant ones.
In this paper we propose an active learning algorithm that incorporates
SME feedback in the form of rationales to build a classifier that can dis-
tinguish between uninteresting and operationally significant anomalies.
Experimental evaluation on real aviation data shows that our approach
improves detection of operationally significant events by as much as 75%
compared to the state-of-the-art. The learnt classifier also generalizes
well to additional validation data sets.

1 Introduction

As new technologies are developed to handle complexities of the Next Generation
Air Transportation System (NextGen), it is increasingly important to address
both current and future safety concerns along with the operational, environmen-
tal, and efficiency issues within the National Airspace System (NAS). NASA,
in partnership with the Federal Aviation Administration (FAA) and industry is
continuing to develop new technologies to identify previously undiscovered safety
events through data mining of large heterogeneous aviation data sets that are
collected on a regular basis. These techniques have the potential to discover new
safety risks in the existing system or risks that did not exist previously but are
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a result of the implementation of the NextGen concepts. Combined with more
traditional monitoring of safety, the Aviation Safety program at NASA has in-
vested significant resources for development and use of data mining methods for
identification of unknown safety and other events in Flight Operations Quality
Assurance (FOQA) data [6].

Several unsupervised anomaly detection methods have been developed to
identify anomalies in commercial flight-recorded data. In the absence of knowl-
edge regarding the types of safety events that are present in the data, and ab-
sence of labels, unsupervised techniques are the only ones that have the unique
ability to find previously unknown anomalies; however, they do so only in the
statistical sense—the anomalies found are not always operationally significant
(e.g., represent a safety concern). After an algorithm produces a list of statistical
anomalies, a Subject Matter Expert (SME) must go through that list to iden-
tify those that are operationally relevant for further investigation. A very small
fraction of statistical anomalies (less than 1%) turns out to be operationally rel-
evant, so substantial time and effort is spent by SMEs in examining anomalies
that are not of interest.

The goal of this work is to semi-automate the process of distinguishing be-
tween operationally significant anomalies and uninteresting statistical anomalies
through use of supervised learning approaches, which require labeled instances.
We propose to use active learning for training a classifier, so that SME time and
effort is spent on only the most informative and critical anomaly instances. In
this process, first an unsupervised anomaly detection algorithm is run on all the
flight data to generate a ranked list of statistically significant anomalies. A very
small percentage of these are presented to SMEs to bootstrap the active learn-
ing process. The SME provides labels for each of these instances along with an
explanation about the label. A positive label indicates an operationally signifi-
cant safety event whereas a negative label indicates otherwise. Based on these
few labels we build an active learning system that (i) utilizes the SME’s time
in the most effective manner by iteratively asking for labels for few informative
instances, (ii) elicits rationales/explanations from the SME for why s/he assigns
a certain label to an instance, and (iii) constructs new features, based on ratio-
nales, that are incorporated in future iterations of active learning and classifier
training.

Active learning for anomaly detection has been studied in the past with the
goal of finding useful anomalies as opposed to statistical anomalies [7] where a
priori knowledge of the number of rare event classes is assumed. In our appli-
cation the number of types of anomalies encountered is unknown and therefore,
the assumption does not hold true. Recent work in active learning has focused
on eliciting richer feedback from the experts in addition to labels, to speed up
the annotation process. For example, experts are asked to annotate features as
relevant/irrelevant for a specific task [1], [15]. Similarly, several researchers have
investigated eliciting rationales, which often correspond to highlighting a piece
of text in text classification or highlighting feature values in feature-valued rep-
resentations, and incorporated them into the training of classifier [14], [18]. In
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this work, we build on the rationale framework by allowing the domain experts
to provide rationales for their classification. The main difference between our
work and existing work is that in this paper we enrich the representation by cre-
ating additional features that are combinations of existing features rather than
focusing on feature value distribution.

The advantages of this method are twofold: (i) it dramatically minimizes the
time an SME needs to spend to find operationally significant anomalies from the
long list of statistical anomalies output by any unsupervised anomaly detection
method, and (ii) at the end of training, we have a classifier that can be run on the
original flight operations data set to uncover many more operationally significant
safety events that might have been missed in the original anomaly detection
process due to the presence of overwhelming number of statistically significant,
but uninteresting, anomalies. Our experiments with real aviation data show that
using active learning with rationales improves precision@5 (defined as number of
positive instances in top 5 instances ranked according to their distance from the
decision boundary) results by as much as 75% compared to the state-of-the-art.

The rest of the paper is organized as follows. Section 2 discusses the data
setup and the existing unsupervised anomaly detection framework. Section 3
discusses our proposed active learning algorithm and its performance is analyzed
in Section 4. Section 5 discusses deployment plans. Section 6 concludes the paper.

2 Background

In this section we describe the state-of-the-art unsupervised anomaly detection
method used for identifying statistical anomalies in flight operations data, fol-
lowed by description of the data used in this study.

2.1 Multiple Kernel Anomaly Detection

The unsupervised anomaly detection algorithm that is currently used in the avi-
ation safety community most frequently is Multiple Kernel Anomaly Detection
(MKAD)6 [5]. The MKAD algorithm is designed to run on heterogeneous data
sets consisting of multiple attribute types including discrete and continuous.
MKAD is a “multiple kernel” [2] based approach where the major advantage is
the method’s ability to combine information from multiple heterogeneous data
sources. The heart of MKAD is a one-class SVM model that constructs an opti-
mal hyperplane in the high dimensional feature space to separate the abnormal
(or unseen) patterns from the normal (or frequently seen) ones. This is done by
solving the following optimization problem [10]:

min Q = 1
2

∑
i,j αiαjK (xi,xj) (1)

subject to 0 ≤ αi ≤ 1
`ν ,
∑
i αi = 1, ρ ≥ 0, ν ∈ [0, 1]

where αi’s are Lagrange multipliers, ` is the number of data tuples in the train-
ing set, ν is a user-specified parameter that defines the upper bound on the

6 http://ti.arc.nasa.gov/opensource/projects/mkad/
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training error, and also the lower bound on the fraction of training points that
are support vectors, ρ is a bias term, and K is the kernel matrix. Once this opti-
mization problem is solved, at least ν` training points with non-zero Lagrangian
multipliers (α) are obtained and the points for which {xi : i ∈ [`] , αi > 0} are
called the support vectors. The decision function is:

f(z) = sign

(∑
i

αi
∑
p

ηpKp(xi, z)− ρ

)
which predicts positive or negative label for a given test vector z. Instances with
negative labels are categorized as outliers.

The classifier that we learn using active learning for differentiating between
operationally significant and uninteresting anomalies is a two-class support vec-
tor machine using multiple kernels. Therefore, it differs from MKAD in the fact
that it is not based on a one-class SVM like MKAD, but has the same kernel
structure as MKAD. The dual objective function for the two-class problem is:

max
α

∑̀
i=1

αi −
1

2

∑
i,j

αiαjyiyjK(xi,xj)

where (xi, yi)’s are the data tuples for i = 1, . . . , `. Here xi and yi are the
input data points and class labels respectively. In the supervised classification
case, the xi’s correspond to the anomalies found by the MKAD algorithm as
discussed above and yi’s correspond to the labels provided by the SMEs. For
identifying operationally significant anomalies, this classifier is used to rank the
test instances based on their distance from the hyperplane.

2.2 Data Preparation

The surveillance data used in this study comes from combining two Air Traf-
fic Control (ATC) facilities — Denver Terminal Radar Approach Control (D01)
and the Denver Air Route Traffic Control Center (ZDV). The objective of this
work is to develop a process that automatically discovers previously unmoni-
tored, operationally significant, flight trajectories representing a safety risk to
the airspace. The end goal is to produce a tool that can rank these anoma-
lous flights for controllers to review and help make mitigating decisions about
the safety of the airspace. The types of anomalies that are being targeted in
this study are unusual trajectories from 30 nautical miles (NM) on approach to
landing. These can include strange vectoring that do not conform to standard
operating procedures, significant overshooting of the final approach fix, or high
altitude and speed profiles that can lead to unstable approaches. Fig. 1 illus-
trates the data processing flow from data collection through merging, filtering,
unsupervised anomaly detection, and SME feedback incorporation for classifi-
cation of anomalies into operationally significant and uninteresting categories.
Data collection refers to the process of recording the relevant data that is used in
this study (done by the PDARS program responsible for collection, processing,
and reporting of aviation data from multiple sources). NASA was given access
to PDARS data for the 2014 and 2015 calendar years. Approximately 25,000
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Fig. 1. System setup: Data collection, processing, and mining.

flights are available to us from 2014, of which approximately 2400 flights for a
particular month are being analyzed as part of our safety study for Denver for
2014. The 2015 flights are only used for validation of results. For each trajectory,
from 30 NM out from the destination airport, the minimum separation is found
and used to create four-dimensional trajectories: latitude, longitude, altitude and
distance to nearest flight. These four features are then averaged over half NM
intervals from 30 NM to the runway threshold based on distance traveled and
are partitioned by runway and destination airport sets on each day. This results
in trajectories with fixed vector lengths because of the half-mile binning and the
fixed 30 NM distance traveled, which are then used to create similarity kernels.
We also use the PDARS turn-to-final (TTF) reports that provide specific char-
acteristics of how the aircraft performed the turn on to the final approach within
20 NM of a runway. All deviations are calculated with respect to the intercept,
which is the point at which the flight trajectory crosses the extended runway
centerline before making its final approach. These deviations include intercept
distance, angle of intercept, altitude deviation, distance deviation, and speed.
Maximum overshoot and aircraft size (categorical feature indicating one of four
weight categories) are two additional features from this source. In addition, three
binary parameters are derived based on the characteristics of the flight identi-
fied as the nearest neighbor for each time step. These features are designed to
provide domain context since flights on parallel runways or flights in the same
flow are allowed to encroach within the standard separation threshold, whereas
flights on the same runway should not fall below the separation threshold. These
parameters indicate whether two nearest neighboring flights are on the same
runway, parallel runway, or are part of the same flow. An additional derived fea-
ture called separation is constructed as the 3-d separation between two flights
based on the l2 norm of the horizontal and vertical separation. It should be noted
here that all of these (raw and derived) features together constitute the original
feature set for our study. The data is heterogeneous in the sense that some of
these features are time-series data while others are a single-point feature and
some are continuous whereas others are discrete, nominal, or binary.



6 M. Sharma et al.

The data mining block in Fig. 1 consists of the next steps of unsupervised
anomaly detection followed by SME review and labeling, and finally, classifier
learning for distinguishing between operationally significant anomalies and un-
interesting anomalies. Depending on the size of the input data set, MKAD al-
gorithm may discover hundreds to thousands of ranked anomalies, making it
difficult for domain experts to validate all of them. Therefore, we use active
learning to learn a classifier using very few labeled instances for this purpose.
Each time an SME is provided an instance to be classified, the SME provides the
label, along with an explanation/rationale for his/her decision. This rationale,
whenever possible, is converted into a new additional feature, which is then in-
corporated into the classifier training through the creation of a new kernel. The
details of this process and approach are described in the next section.

3 Active Learning with Rationales

Active learning algorithms iteratively select informative instances for labeling
to save annotation time, cost, and effort [11]. For skewed data sets with minor-
ity class distribution much less than the majority class, a common and simple
approach for selecting informative instances is to maximize the chances of re-
trieving positive instances [4]. Most-likely positive (MLP) strategy aims to add
more positive instances into the labeled training set. The objective is:

x∗ = arg max
x∈U

Pθ(ŷ
+|x)

where ŷ+ represents the predicted positive label. Intuitively, MLP is a way of
over-sampling the minority class to address the imbalanced class distributions.
Examples of other strategies include query-by-committee [12], uncertainty sam-
pling [16], expected error reduction [9], evidence-based uncertainty sampling [13],
and more. Ramirez-Loaiza et al. [8] provide an empirical evaluation of common
active learning strategies. Recent active learning work has looked at eliciting
domain knowledge in form of rationales [14] and feature annotations [1] from
the SMEs instead of just the labels of instances. In learning with rationales
approach, SMEs provide rationales in the form of features that they think are
responsible for classifying an instance into a particular class. In this paper, we
elicit the rationales from SMEs and incorporate them into the learning process.
The main difference between previous work on incorporating rationales and our
work is that we create new features based on the rationales provided by the
SMEs.

For training our classifier using active learning, we work with the list of
anomalies produced by running the unsupervised anomaly detection algorithm,
MKAD, on the data described in Section 2.2. For each flight, MKAD returns
an anomaly score, which is the flight’s distance from the hyperplane of a one-
class SVM model. Flights with a negative score are considered as anomalous and
flights with a positive score are considered as not anomalous. The SMEs are asked
to provide labels for top 5% anomalous flights based on whether they think the
anomaly is operationally significant (OS/positive labels) or not (NOS/negative
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labels). They are also asked to provide a rationale for the chosen label. Since
labels and rationales are subjective opinions of each SME, we consolidate the
labels and rationales from two SMEs by resolving conflicts (by reviewing each
others’ labels and rationales) whenever there is one, to get gold standard labels
and rationales for our study.

3.1 Creating Rationales

When the SMEs identify a flight as an OS flight, they provide rationales in
the form of either domain knowledge or using existing features and thresholds.
However, when the SMEs identify a flight as NOS, they only provide acknowl-
edgment of certain characteristics of the flight (e.g., a little overshoot, speed
not a factor, small deviations on final). In anomaly detection tasks, it is easy
to provide a rationale for why a particular instance is anomalous, but it is of-
ten difficult, if not impossible, to provide a rationale for why an instance is not
anomalous. Therefore, we use the rationales for only the OS flights to create
new features and use them to extend the feature representation. Note that the
rationales provided by SMEs are often in terms of the original features that are
already captured by PDARS. Some rationales talk about two or more features
whereas some highlight only one feature.

In our training set, most OS anomalies could be explained by one or more of
three different rationales. The first rationale provided for operational significance
is loss-of-separation, which the domain experts define as ‘horizontal separation
is less than 3 miles and vertical separation is less than a 1000 feet, and the
nearest neighboring flight is not on parallel runways and not part of the same
flow’. When a loss-of-separation rationale is provided, we create a new feature
that checks whether the criteria ‘horizontal separation less than 3 miles and
vertical separation less than 1000 feet’ and ‘the nearest neighboring flight is not
on parallel runway and not in the same flow’ hold and incorporate it as a new
binary feature in our training set.

The second rationale provided by the SMEs is for large overshoots where
an overshoot is defined as going past a certain point in the landing trajectory
against standard operational procedures. For rationales such as ‘maximum over-
shoot is too large’, we create a new feature that checks whether the overshoot
is greater than a threshold. The threshold can be either chosen manually based
on domain knowledge or based on the values of the overshoot feature for the la-
beled OS flights with overshoot rationale observed until that point, and updated
iteratively.

The third rationale provided by the SMEs is for unusual flight path. Since
this rationale is more qualitative than quantitative, and none of the original
features represent an ‘unusual flight path’, we compute a new feature as follows.
For each runway, using latitude and longitude features, we compute expected
flight trajectory as the average trajectory of all flights that land on a runway.
Then we create a new feature that captures the overall deviation of each flight
from its expected flight trajectory over the last 10 points in the trajectory. Fig. 2
shows the plots for a few trajectories. It can be seen that for the first three flights
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Fig. 2. Expected flight path and deviation from it for 4 flights. The first three flights
are NOS. The last flight is an OS flight.

in Fig. 2, the red dots align well with the expected trajectory (highlighted using
the red box), whereas for the last flight there is significant deviation from the
expected trajectory. This can have severe safety implications and is therefore
considered an operationally significant safety event.

3.2 Active Learning with Rationales Algorithm

Algorithm 1 describes our approach for incorporating rationales into active learn-
ing. Active learning algorithm starts with a small set of labeled flights, L, and
finds the most informative flight, x?, from the unlabeled set, U . The most in-
formative flight is the one that provides the classifier maximum information in
terms of the decision boundary, or, in other words, one that has the maximum
utility. The flight x? is then presented to the SME, who provides its label y?.
For every flight we present to the SME, in addition to a label, we also request
for a rationale R(x?) describing why s/he labeled the flight as OS or NOS. If
the label is OS, we create a new feature, f?r , if possible, for the rationale R(x?)
and add it into our existing feature representation: f = 〈f1, f2, · · · fn〉

⋃
〈fr〉. We

assign weight wo for the original feature kernels and weight wr for the rationale
feature kernels, where wr ≥ wo, since intuitively the rationale features are the
ones that have the highest power to separate the OS flights from the NOS ones.
However, to satisfy Mercer’s condition, we need to ensure that it is a convex
combination of the kernels. Therefore, we normalize each weight by the sum of
the weights w = wo × n+ wr × p, where n and p denote the number of original
and rationale features respectively. Let η denote the normalized kernel weights
for the enhanced feature set. Note that the kernel weights for original features
〈η1, η2, · · · ηn〉 are uniform and hence the kernel weight for each original feature
will be ηo, which is computed in Step 10 of Algorithm 1. Similarly, the kernel
weight for the rationale feature set 〈ηn+1, ηn+2, · · · ηn+p〉 is ηr and is computed
in Step 11 of Algorithm 1. The final kernel is computed using the updated set of
kernel weights η containing normalized weights ηo for the original feature kernels
and the normalized weights ηr for the rationale feature kernels for the enhanced
feature set f .
Possible enhancements: Based on the training data and the rationales pro-
vided by the SMEs, in this paper, we created three features that encompass a
significant number of OS safety scenarios. However, this set is far from com-
plete as there can be a huge variety of other explanations that can come from
SMEs. So the set of rationale features is always expanding. As the set of fea-
tures grows based on rationales, there might be a need to consolidate features
into conjunctions and disjunctions depending on redundancy. For example, two
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Algorithm 1 Active Learning with Rationales for Identifying Operationally
Significant Anomalies in Aviation

1: Input: U - unlabeled flights, L - labeled flights, T - test flights, f = 〈f1, f2, · · · fn〉 -
current set of features, η = 〈η1, η2, · · · ηn, ηn+1, ηn+2, · · · ηn+p〉 - normalized kernel
weights for enhanced feature set, θ - underlying classification model, B - budget

2: repeat
3: x? = arg max

xi∈U
utility(xi|θ)

4: request label y? for the flight x?

5: if y? == OS then
6: request SME to provide a rationale R(x?) for why the flight is operationally

significant
7: if rationale 6= φ then
8: create feature f?r for R(x?)
9: add f?r to U ,L, and T

10: ηo = wo∑n
i=1 ηo+

∑p
j=1 ηr

11: ηr = wr∑n
i=1 ηo+

∑p
j=1 ηr

12: η = 〈η1, η2, · · · ηn〉
⋃
〈ηr〉

13: f = 〈f1, f2, · · · fn〉
⋃
〈fr〉

14: end if
15: end if
16: L ← L ∪ {〈x?,y?, R(x?)〉}
17: U ← U \ {〈x?〉}
18: Train θ on L
19: until Budget B is exhausted; e.g., |L| = B

common rationales in our study are loss-of-separation and large overshoot. How-
ever, not all OS flights have both reasons for being labeled OS. Some flights are
OS because of loss-of-separation, but they might have perfectly acceptable over-
shoot values, whereas other OS flights might not have a loss-of-separation but
might have large overshoot values. Current framework creates one feature per
rationale. An alternative approach is to create one indicator feature and keep
revising it by adding the new rationales as disjunctions. Also, once a classifier is
trained using this framework, our goal is to find operationally significant events
in the original flight data. However, since the classifier is trained on only the
anomalies, the feature distribution does not necessarily match that of the over-
all data set. This unaccounted bias can be handled by sub-sampling some of the
flights that are not signaled by MKAD and adding them to the training with
NOS (negative) labels. Selecting flights that are ranked lowest by MKAD, for
this purpose, can ensure with a high probability that the flights which are most
certainly nominal are being used as NOS samples.

4 Empirical Evaluation

Experimental Setup: The data set used for training the classifier using ac-
tive learning corresponds to PDARS data from the Denver Airport for August
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2014, containing approximately 2400 flights out of which 153 flights are marked
anomalous by MKAD. These 153 flights are reviewed by two SMEs indepen-
dently (with conflict resolutions as needed) to provide labels and explanations.
In these 153 flights, 26 are marked OS (positive) and the remaining 127 are
marked NOS. The original data set contains 16 features as described in Section
2.2. Additionally, we construct 3 rationale features supporting the explanations
for the OS flights during the active learning iterations, when OS flights with one
or more rationales provided in Section 3.1 are encountered.

Our proposed active learning strategy, MLP w/Rationales, selects most-likely
positive (MLP) instances for labeling at each iteration of training and creates
(or updates) rationale features whenever an appropriate new instance is encoun-
tered. We compare our algorithm’s performance with three baselines: (i) random
strategy (RND) where random instances are picked from the unlabeled pool and
given to the SME for labeling, (ii) most-likely positive strategy (MLP) that
selects more of the positive instances for labeling at each iteration, but does
not add new features (or rationales), and (iii) MKAD-Sampling strategy where
flights are given to the SME for labeling in the order of their MKAD anomaly
ranking (higher the anomaly rank, the more informative it is for labeling).

We evaluate all strategies using precision@k measure which can be defined
as the number of positive instances in top k instances ranked by the classifier.
This measure is most suitable for our application because the SMEs go through
a list of anomalies to identify those that are operationally significant for further
investigation, and improving precision@k means that the SMEs would analyze
more of the OS flights compared to the NOS flights. We chose precision@5
and precision@10 for evaluation since they are the most frequently used in the
literature measures to use (e.g., [3],[17]). We bootstrap the classifier using an
initially labeled set containing one OS flight and one NOS flight, and at each
round of active learning the learner picks a new flight for labeling. We evaluate
all strategies using 2-fold cross validation and repeat each experiment 10 times
per fold starting with a different bootstrap, and present average results over 20
different runs. We set the budget (B) in our experiments to 45 flights, as most
learning curves flatten out after about 35 flights. Since each learning curve is an
average over 20 runs, for each learning curve, we report error bars for standard
error of the mean (SEM), which is computed as standard deviation divided by
the square root of sample size (SEM = s√

n
).

4.1 Results

Fig. 3 presents the learning curves comparing RND, MKAD-Sampling, and MLP
strategies for precision@5 and precision@10. MKAD-Sampling performs worse
than RND for precision@5 and it outperforms RND for precision@10. How-
ever, MLP outperforms both RND and MKAD-Sampling for precision@5 and
precision@10. We performed pairwise one-tailed t-tests under significance level
of 0.05, where pairs are area under the learning curves for 20 runs of each method.
If a method has higher average performance than a baseline with a significance
level of 0.05 or better, it is a win, if it has significantly lower performance,
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Fig. 3. MLP vs. RND and MKAD-Sampling. MLP significantly outperforms RND and
MKAD-Sampling for both (a) precision@5 and (b) precision@10.

it is a loss, and if the difference is not statistically significant, the result is a
tie. The t-test results show that MKAD-Sampling statistically significantly loses
to RND for precision@5 and significantly wins over RND for precision@10.
MKAD-Sampling performs better than MLP at the very beginning of the learn-
ing curves, but t-test results show that overall, MLP statistically significantly
wins over MKAD-Sampling for both precision@5 and precision@10. This jus-
tifies our choice of using MLP as the active learning strategy for training our
classifier for a highly skewed distribution of class labels.

Table 1 presents a comparison of the number of labeled flights required
by these methods to achieve a target value of precision@5 and precision@10.
The maximum target for each metric is chosen based on the best performance
observed in the learning curves for each of the strategies. The results show
that MLP often requires fewer labeled flights compared to RND and MKAD-
Sampling. Moreover, MLP achieves a precision@5 of 0.7 and precision@10 of
0.65 with just 16 labeled flights, whereas RND and MKAD-Sampling could not
achieve these targets even with 45 labeled flights.

Next, we present the results that demonstrate the effect of incorporating
rationales into active learning. Fig. 4 presents the learning curves comparing
MLP strategy for active learning without rationales (MLP) and MLP with ra-
tionales strategy (MLP w/Rationales) that utilizes MLP to select instances and
incorporates rationales iteratively during active learning (refer to Algorithm 1).

Table 1. Comparison of number of labeled flights required by various strategies to
achieve a target performance measure. ‘n/a’ represents that the target performance
cannot be achieved by a method even with 45 labeled flights.

Target precision@5 Target precision@10

Method 0.5 0.6 0.7 0.8 0.9 1.0 0.50 0.55 0.60 0.65 0.70 0.75

RND 6 25 n/a n/a n/a n/a 12 18 33 n/a n/a n/a

MKAD-Sampling 4 6 n/a n/a n/a n/a 4 6 13 n/a n/a n/a

MLP 5 10 16 32 n/a n/a 8 12 15 16 23 34

MLP w/Rationales 2 2 2 8 10 29 2 5 7 11 19 29
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Fig. 4. MLP w/Rationales vs. MLP. Incorporating rationales further improves perfor-
mance over MLP for both (a) precision@5 and (b) precision@10.

We set the rationale feature weight wr = 100 and the original feature weight,
wo = 1. The results show that MLP w/Rationales statistically significantly wins
over MLP for both precision@5 and precision@10 performance measures. More-
over, MLP w/Rationales requires even fewer labeled flights compared to MLP
to achieve the same target performance measure, as shown in Table 1. For exam-
ple, MLP achieves a target precision@5 of 0.8 with 32 labeled flights, whereas
MLP w/Rationales achieves this target with only 8 labeled flights, which is 75%
savings in the labeling effort over MLP.

Fig. 4 also compares MLP w/Rationales to RND w/Rationales and MKAD-
Sampling w/Rationales. MKAD-Sampling w/Rationales performs better than
MLP w/Rationales at the beginning for both precision@5 and precision@10,
but after seeing approximately 10 labeled instances, MLP w/Rationales out-
performs MKAD-Sampling w/Rationales. T-tests show that MLP w/Rationales
statistically significantly outperforms both MKAD-Sampling w/Rationales and
RND w/Rationales for both precision@5 and precision@10.

Choice of rationale weights: We ran experiments to study the effect of weights
wr and wo on the performance of our algorithm. We chose uniform weighting for
the original feature kernels since all 16 of those were suggested by domain experts
and were supposed to be important for this safety study. We fixed wo=1 and ex-
perimented with four weight settings for wr (1, 10, 100, or 1000). Fig. 5 presents
the learning curves for these four weight settings for MLP w/Rationales. The
results confirm our intuition that weighting rationale features higher than orig-
inal features provides benefit to the active learner. The precision@5 results are
significantly better with wr=100 than other weights for wr. For precision@10,
setting higher weights for rationale features improves performance at the begin-
ning of active learning, however, t-test results show that weights wr=1, 10, and
100 statistically significantly tie with each other. In general, weighting rationale
features higher than original features improves learning. The kernel weights for
optimal performance can be obtained through multiple kernel learning.

Ideally, one would want to search for the best weights setting using cross
validation, but given the limited number of anomalous instances that domain
experts could review, it was not possible for us to perform cross validation over
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Fig. 5. Comparison of rationale features weights wr for MLP w/Rationales using (a)
precision@5 and (b) precision@10

the training set. Based on the performance observed for these four weight set-
tings, we chose wo=1 and wr=100 for all our experiments.
Scalability: Active learning methods are typically computationally expensive,
since they need to build a classifier at each iteration of learning and evaluate the
utility score for every instance in the unlabeled pool. However, in our setting,
when active learning is used on the output of an unsupervised anomaly detection
algorithm, the unlabeled pool is much smaller in size compared to the entire set
of raw instances. Therefore, utilizing this framework in a practical setting is
easily viable, without the iterative nature of active learning being a performance
bottleneck.

4.2 Performance Benefits

In the absence of active learning framework, our SMEs took approximately 33
hours to review the entire set of 153 anomalies produced by MKAD. These 33
hours were spread over multiple weeks due to limited availability of SME time for
such tasks, which is a standard problem in the industry. As Fig. 4 shows, most
of the learning curves flatten out after labeling 35 flights. This would reduce the
SME review time to less than one-third of the original time. This has implications
on both man-hours and monetary savings. Moreover, active learning with state-
of-the-art (MKAD-Sampling) achieves precision@5 of 0.57 and precision@10 of
0.61. Active learning with rationales (MLP w/Rationales) achieves precision@5
of 1 (75.4% improvement over MKAD-Sampling) and precision@10 of 0.76
(24.6% improvement over MKAD-Sampling).
Validation set results: Currently, MKAD is being used as an unsupervised
anomaly detection method to find statistically significant anomalies in the data.
We compare performance benefits that active learning with rationales framework
(MLP w/Rationales) provides over the MKAD based classifier for finding OS
anomalies in two external validation data sets, July 2014 and July 2015 data
sets for the Denver airport. The July 2014 data set has 149 labeled flights with
24 OS anomalies and July 2015 data set has 257 labeled flights with 84 OS
anomalies, as determined by the SMEs. Both precision@5 and precision@10
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values for MKAD are 0.4 for the July 2014 data set, and 0.2 for the July 2015
data set. Using our (MLP w/Rationales) framework, precision@5 improves by
15% for July 2014 data set and by 50% for July 2015 data set. On the other
hand, precision@10 improves by 25% and 110% for the July 2014 and July 2015
data sets, respectively.

It should be noted that MKAD performs very poorly for the July 2015 data
set. This is because the data set is expected to evolve significantly over the years
(due to change in landing procedures and other regulation changes) and the
MKAD classifier does not capture the signatures of the OS flights, but rather fo-
cuses on finding statistically different data points which can vary over time due to
a change in the underlying distribution. However, the nature of the operationally
significant anomalies still remains consistent and therefore MLP w/Rationales
can identify those types of anomalies much better than MKAD. These results
show how active learning with rationales framework can help in building a clas-
sifier that is robust to changing distribution of statistically significant anomalies
and can, therefore, be used on new data sets without further labeling needs.

5 Towards Deployment

The active learning framework improves over traditional learning, and incor-
porating rationales further improves learning, utilizing the SME’s time much
more efficiently. The classifier that is trained through this framework is focused
on finding operationally significant anomalies, rather than simply statistically
significant anomalies, and hence the flights that are signaled by the two-class
classifier approach are of higher relevance to FAA.

This active learning framework has been developed as an extension to the
anomaly detection framework that is currently used for detecting safety events.
We expect this framework to easily fit into the existing anomaly detection frame-
work because the classifier training is part of the same data flow pipeline that can
take the output of MKAD as input and can seamlessly plug-in new data sources
as needed. Given that the new classifier reduces SME review time significantly
while improving coverage and reducing false alarm rate, it seems to be the perfect
addition to bolster the existing anomaly detection framework, especially since
these safety studies are conducted on a regular basis on data that gets collected
every month. We expect that this enhanced data processing pipeline with the ac-
tive learning framework incorporated into it will make the review and detection
system significantly more efficient. In our current setup, we provide our SMEs an
excel sheet containing the list of anomalies returned by MKAD and the SMEs
note down the annotations and rationales textually. This process is repeated iter-
atively for each round of labeling. The textual information is then converted into
features in batches. The next step towards the deployment of our active learning
with rationales framework is to fully automate this process where the SMEs can
select appropriate rationales using a drop-down list of features by choosing the
criteria that were satisfied or violated by the flight in question. The SMEs can
choose multiple features for each flight and, therefore, create complex rationale
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Fig. 6. Diagrammatic representation of the GUI for deployment of active learning as
part of the anomaly detection framework

conditions that can be used to create new complex discriminative features on
the fly and those features can be immediately utilized for the next iteration of
active learning. Fig. 6 shows a diagrammatic representation of the software that
we are currently developing for deploying as part of the existing framework. It
shows the SME initial bootstrap instances for labeling by randomly selecting
from the list of anomalies found by MKAD, along with the feature contributions
and asks for labels and rationales using drop-down menus. As soon as the clas-
sifier has enough number of bootstrap samples, training begins for the classifier.
After every iteration the most informative instance is populated in the table for
the SME to label and rationalize and classifier training begins again. This iter-
ative process is repeated until the budget B is exhausted or there is no further
improvement in the classifier performance on a held-out set.

6 Conclusion

We present an active learning framework to build a classifier that can distin-
guish between operationally significant anomalies and uninteresting ones. Our
proposed framework is novel in the sense that it incorporates SME feedback
into the learning process in the form of new features constructed to support
the labels. Experimental evaluation on real aviation data shows that our ap-
proach improves detection of operationally significant events by as much as 75%
compared to the state-of-the-art. The learnt classifier also generalizes well when
tested on additional validation data sets. We also observe that our approach
provides significant reduction in SME review time and labeling effort in order to
achieve the same target performance using other baselines.

We are working toward deploying our framework as a daily reporting sys-
tem that can reveal operationally significant anomalies to safety analysts with
the goal of developing mitigation opportunities by changing standard operat-
ing procedures. The reduced false alarm rate of our framework compared to the
unsupervised anomaly detection method is critical for domain experts to ac-
cept our reporting system and not just ignore the alarms, as has happened with
other warning systems. Future work also includes developing richer rationales
and ability to integrate multiple data sources for supporting those rationales for
increased coverage of a wider range of operationally significant anomalies.
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