


• Research Focus 
– Emphasize designing, implementing, and evaluating systems, protocols, 

and middleware with the goal of supporting data-intensive 

applications on extreme scale distributed systems, from many-core 

systems, clusters, grids, clouds, and supercomputers 

• People 
– Dr. Ioan Raicu (Director) 

– 6 PhD Students 

– 2 MS Students 

– 4 UG Students 

• Contact 
– http://datasys.cs.iit.edu/  

– iraicu@cs.iit.edu  
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Pat Helland, Microsoft, The Irresistible Forces Meet the Movable 

Objects, November 9th, 2007 

• Today (2013): Multicore Computing 

– O(10) cores commodity architectures 

– O(100) cores proprietary architectures 

– O(1000) GPU hardware threads 

• Near future (~2019): Manycore Computing 

– ~1000 cores/threads commodity architectures 
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• Today (2013): Petascale Computing 

– O(100K) nodes 

– O(1M) cores 

• Near future (~2018): Exascale Computing 

– ~1M nodes (10X)  

– ~1B processor-cores/threads (1000X) 
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& (GeMTC) 



MTC emphasizes: 
• bridging HPC/HTC 

• many resources  

o short period of time 

• many computational tasks 

• dependent/independent tasks 

• tasks organized as DAGs 

• primary metrics are seconds 

Advantages: 

• Improve fault tolerant 

• Maintain efficiency 

• Programmability & Portability 

• support embarrassingly parallel and parallel applications 



• Swift/T 

o Active research project (CI UChicago & ANL) 

o Parallel Programming Framework 

o Throughput ~25k tasks/sec per process 

o Shown to scale to 128k cores 

• Application Domains Supported 

o Astronomy, Biochemistry, Bioinformatics, Economics, Climate 

Science, Medical Imaging 

Images from Swift Case Studies - 

http://www.ci.uchicago.edu/swift/case_studies/ 

https://sites.google.com/site/exmcomputing/


 



GPU 

• Streaming Multiprocessors 

(15 SMXs on Kepler K20) 

• Warps 

o 32 threads in a warp 

o 192 warps 

i. hardware available 

ii. ind. compute 

Coprocessors 

• Intel Xeon Phi 

o 60 cores * 4 threads per core 

= 240 hardware threads 







User Runtime 

C / C++ Fortran Swift/T 

CUDA/OpenCL/OACC GPU Code 

Operating System / Device Driver 

NVIDIA Graphics Processing Unit 



• Collaborations with groups seeking 
interesting applications 

• Collaborative proposals to NSF or NIH 
combining Medical Imaging and 
Distributed Systems (Clouds, Big Data, 
and/or parallelism) 
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• More information: 
–http://www.cs.iit.edu/~iraicu/  

– http://datasys.cs.iit.edu/  

• Contact: 
– iraicu@cs.iit.edu  

• Questions? 
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